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ABSTRACT:
An at-sea experiment in deep water was conducted to explore the impact of small-scale sound-speed variability on

mid-frequency (1–10 kHz) acoustic propagation. Short-range (1–5 km) acoustic transmissions were sent through the

upper ocean (0–200 m) while oceanographic instruments simultaneously measured the ocean environment within

2 km of the single upper turning points of the acoustic transmissions. During these transmissions, acoustic receptions

over a 7.875 m vertical line array show closely spaced, sometimes interfering arrivals. Ray and full-wave simulations

of the transmissions using nearby sound-speed profiles are compared deterministically to the received acoustic sig-

nals. The sensitivity of the acoustic arrivals to the vertical scales of ocean sound speed is tested by comparing the

observed and simulated arrival intensity where the sound-speed profile used by the simulation is smoothed to varying

scales. Observations and modeling both suggest that vertical fine-scale structures (1–10 m) embedded in the sound-

speed profile have strong second derivatives which allow for the formation of acoustic caustics as well as potentially

interfering acoustic propagation multipaths. VC 2023 Acoustical Society of America.
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I. INTRODUCTION

Both deep and shallow water ocean acoustic experi-

ments have shown that acoustic travel-time variability can be

related deterministically to sound-speed perturbations from

oceanographic processes such as internal tides and mesoscale

eddies,1–3 and that phase and amplitude fluctuations of ocean

acoustic receptions can be related statistically to the spectrum

of internal waves.1,4,5 Although these oceanographic pro-

cesses are responsible for most of the acoustic travel time,

phase, and amplitude fluctuations, at time scales ranging

from hours to days, small-scale (1–10 m) variations in the

vertical sound-speed gradient, generally referred to as fine

structure,6,7 can alter the acoustic phase and amplitude fluc-

tuations from those same processes.8,9 Acoustic propagation

effects such as caustic formation and micro-multipathing

have been attributed to fine structure,4,10 but a deterministic

comparison between observed and modeled acoustic propa-

gation through oceanographic fine structure has not been

done. The observations and modeling in this paper show that

sections of the sound-speed profile with strong second deriv-

atives due to the small-scale structure in the ocean can tripli-

cate ray paths. Consequently, those triplicated rays result in

multiple acoustic arrivals with a small time of arrival separa-

tion at the receiver.

Previous mid-frequency ocean acoustic experi-

ments,5,11,12 transmitting at ranges less than 40 km with

broadband pulses, looked at phase and amplitude fluctua-

tions in relation to predicted sound-speed fluctuations from

internal waves. Acoustic fluctuations are severe for mid-

frequency (1–10 kHz) acoustic propagation through the

upper ocean because the acoustic wavelength approaches the

scale of the fine structure in the ocean.4 The simulated acous-

tic phase and amplitude statistics were less like the observed

phase and amplitude statistics when the fine structure was

removed from the sound-speed profile.9 This disagreement

worsened as frequency increased. This comparison sug-

gested that fine-structure measurements would be crucial to

making a quantitative comparison between acoustic fluctua-

tions and internal waves, particularly for mid-frequency

acoustic propagation.

In these experiments, pulse arrivals that were identified

with individual eigenrays computed from a time-averaged

sound-speed profile would often appear to be comprised of

multiple overlapping pulse arrivals. The time-averaging of

the sound-speed profile tends to remove small-scale sound-

speed structures because of their time-varying depths due to

internal waves. Hence, fine vertical scales of the sound-

speed profile were theorized to allow for multiple pulse

arrivals that came from additional ray paths that were adja-

cent in launch angle to the unperturbed path calculated from

the time-averaged profile.4 These nearby ray paths are fre-

quently called micro-multipaths or microrays13 which origi-

nate from caustic formation/ray triplication discussed

further in Sec. IV.

Parts of the recorded acoustic arrivals from the Slice89

experiment,8 which transmitted 250 Hz center frequency
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broadband pulses at 1000 km in range, were also associated

with ray triplication from oceanographic fine structure.10

The relative curvature of the sound-speed profile, UðzÞ
¼ cðzÞ@zzcðzÞ=ð@zcðzÞÞ2, was suggested as a dimensionless

parameter for inferring caustic formation by Duda and

Bowlin.10 This parameter is useful for evaluating when cur-

vature in the profile is likely to form caustics and conse-

quently triplications in the timefront. U(z) can be singular

and highly variable, so the moments of its distribution are

often more relevant. Normally U(z) is reported as the loga-

rithm of its absolute value, U10 ¼ log10ðjUðzÞjÞ.
In order to study the influence of ocean fine structure on

mid-frequency acoustic propagation at sub-hourly time

scales, we conducted a joint ocean acoustics/physical ocean-

ography experiment offshore of Southern California. The

experiment, described in Sec. II, used shipboard and semi-

autonomous sampling to provide measurements of the envi-

ronment near the sound transmission paths (less than 2 km).

Pulses of sound at 1–10 kHz were transmitted along paths of

1–5 km in length. Both oceanographic and acoustic observa-

tions from the experiment are described in Sec. III.

Modeling the effects of vertical fine structure on the

acoustic propagation, described in Sec. IV, with a determin-

istic approach is possible because of the proximity of the

oceanographic measurements to the short-range acoustic

propagation paths that have single turning points. A deter-

ministic approach was previously used by other researchers

to model travel time fluctuations caused by perturbations to

the sound-speed field from a large non-linear internal wave3

and model the attribution of caustics in shallow-water

acoustic communication experiments with rays reflecting

from ocean surface gravity waves,14 which is a motivation

for this study. Caustics and triplicated ray paths from sur-

face waves were found to complicate signal processing to

varying degrees based on the shape of the sea surface.15 The

comparison between observations and model, described in

Sec. V, identifies features in the sound-speed profile that

cause interfering arrivals in the acoustic observations.

II. METHODS

A. Experimental setup

The at-sea experiment took place from 5 to 25 May 2021

on the R/V Roger Revelle in deep water 450 km from the

coast of Southern California. The experiment site is outlined

by the box shown in Fig. 1. This site was chosen to sample a

region without bathymetric features that would have affected

the acoustic propagation or oceanography such as acoustic

bottom reflection or local internal tide generation.

Acoustic transmissions were made at roughly fixed

ranges from 1 to 5 km from a single shipboard acoustic

source to a single drifting vertical line array with 64 ele-

ments. The array had an aperture of 7.875 m with uniform

0.125 m hydrophone spacing. The nominal depth of the

acoustic source was 200 m and the nominal receiver array

center depth was 132 m, with most of the received sound

traveling through the upper 200 m of the ocean. Figure 2

shows a schematic of the acoustic experiment setup with an

example of the acoustic ray paths calculated with a ray trace

model using sound-speed data from the experiment.

Both continuous wave and maximum length sequences

(MLS) forming pseudo-pulses were transmitted at a 156 dB

re 1 lPa2 source level. These transmissions were in the

acoustic mid-frequency band (1–10 kHz) so that the acoustic

propagation would interact more with the fine-scale features

of the ocean environment. Maximum length sequences were

used to modulate the phase of the 4 kHz carrier frequency

with a 4 kHz bandwidth. The repetition rate of the sequence

is set by the MLS length of 63.5 ms with 2 cycles per digit.

The hydrophones on the receiver array have high-pass poles

at 100 Hz and 500 Hz attenuating low-frequency ambient

noise. The receiver array data acquisition system samples

the hydrophone time series at 25 kHz. A set of maximum

length sequences was matched-filtered to calculate the travel

time, phase, Doppler shift, and intensity of the arrivals.

After conditioning the signal and applying the matched filter

the SNR of the pulse is approximately 15 dB. The peak

arrival time uncertainty of roughly 0.3 ms is calculated using

the bandwidth and SNR of the pulses.16 The time precision

and vertical resolution of these measurements allow us to

probe the fine scales of acoustic fluctuations. Further infor-

mation on the MLS performance can be found in Ref. 17.

The background characteristics of the sound speed in

the operating area were supplied by four drifting Wire

Walkers and the shipboard FastCTD. Wire Walkers18–20 are

drifting oceanographic sampling platforms carrying a CTD

that profiled between 0 and 500 m depth of temperature,

salinity, and pressure roughly every 30 min with 0.25 m ver-

tical resolution. Wire Walkers were deployed in an array

encompassing the acoustic instruments. The distance

between drifting Wire Walkers was initially set between

FIG. 1. (Color online) A bathymetric map showing the location of the

experiment inside the box. The site is approximately 450 km from San

Diego, off of the continental shelf with a bottom depth of roughly 4000 m.

The locations of the three acoustic transmissions discussed in this paper are

marked with a green diamond, purple triangle, and orange square.
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5 and 10 km. The FastCTD, a rapid shipboard profiling plat-

form, measured temperature, salinity, and pressure when the

acoustic source was not transmitting. This platform can pro-

file 0–300 m depth at a roughly 0.1 m vertical resolution

every three minutes.21 Measurements from these instru-

ments were used to calculate vertical correlation length

scales and the statistical relationship between temperature

and salinity in the region, while two thermistor chains and a

Wave Glider provided direct measurements of the sound-

speed profile near the transmission path.

The two drifting thermistor chains, TC5 and TC7, were

deployed 1–2 km away from the drifting receiver array.

Both thermistor chains spanned 0–200 m in depth. TC5 had

thermistors placed every 2 m in depth with pressure sensors

every 25 m between 0 and 200 m. TC5 thermistors had a

0.1 ms thermal response time and a 2 Hz sampling rate. TC7

had a hybrid configuration with both thermistors and a Wire

Walker deployed on the chain. TC7 had thermistors placed

every 3 m in depth with pressure sensors every 25 m

between 0 and 50 m and 100–200 m depth. TC7 thermistors

had a 1 s thermal response time and a one-minute sampling

rate. The TC7 Wire Walker profiled between 50 and 100 m

depth along the chain. At these depths, the Wire-Walker

CTD profiled salinity, temperature, and pressure with

0.25 m vertical resolution every 15–20 min.

The in situ temperature profiles, T(P), from the thermis-

tor chain, were converted into sound-speed estimates c(P)

by constructing an empirical relationship between salinity

and temperature S(T). Once S(T) was calculated, the sound-

speed estimate was calculated via the equation of state

cðPÞ ¼ ceosðSðTðPÞÞ; TðPÞ;PÞ.22 The error due to the

absence of in situ salinity measurements, discussed later in

this section, is on average less than 0.1 m/s. The pressure

coordinate, P was converted into depth from the mean sea

surface rendering a sound-speed profile c(z).

The Wave Glider, a piloted semi-autonomous vehi-

cle,23,24 profiled temperature, salinity, and pressure with a

CTD every 10 min between 50 and 130 m depth with

roughly 0.15 m vertical resolution. This depth range spans

the turning depths of acoustic rays that were received by the

array. The Wave Glider was positioned precisely between

the acoustic source and receiver array for some of the acous-

tic transmissions. The drifting thermistor chains and the

Wave Glider’s profiling CTD were used to estimate the

sound-speed field near the midpoint of the acoustic

transmissions.

Three acoustic transmissions with simultaneous nearby

sound-speed profiles were chosen to demonstrate the rela-

tionship between fine structure and interfering acoustic

multi-paths. These acoustic transmission periods are

highlighted because they were at relatively short ranges

(less than 3 km) and the thermistor chains or Wave Glider

were sampling close to the turning points of the ray paths.

These transmissions took place on 7 May from 18:52 to

21:35, 10 May from 20:00 to 22:15, and 17 May from 18:00

to 19:45. All times are reported in UTC. Labels T1, T2, and

T3 are given to minute-long blocks of continuous transmis-

sions for 7 May 20:22, 17 May 19:10, and 10 May 20:30,

respectively. These labels are ordered by transmission

range. Figure 3 shows the GPS tracks of both the acoustic

and oceanographic instruments during the transmission

period with a line and the GPS position at T1, T2, and T3

with a circle marker.

III. DATA

A. Sound-speed observations

Sound-speed measurements from the Wave Glider,

TC5, and TC7, shown in Figs. 4(a), 4(b), and 4(c), corre-

spond to the minute-long transmission intervals T1, T2, and

FIG. 2. (Color online) A typical instrumental setup for acoustic transmissions during the experiment. The acoustic source and array center were at depths of

200 m and 132 m respectively, separated by approximately 2 km in range. A drifting thermistor chain and Wave Glider platform measured sound speed

nearby the turning point of acoustic ray paths. The gray dashed lines mark ray paths that intersect both source and receiver. The ray paths were calculated

using a sound-speed profile shown with the background layers of color. The sound speed was measured by a drifting thermistor chain on 7 May 20:20.
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T3 in Figs. 3(a), 3(b), and 3(c), respectively. Sound-speed

profiles are made by interpolating through the sound-speed

measurements from those instruments. In Secs. IV and V,

these sound-speed profiles are input into acoustic propaga-

tion models to connect the observed acoustic arrivals to the

observed oceanographic structure.

The thermistors were affected by the surface wave

action on the thermistor chain surface buoy. The thermistors

were displaced vertically at depth, although, the displace-

ment was vertically coherent implying that the chain acted

stiffly. This displacement was typically 1–2 m over 10 s. The

combination of this displacement and the 2 Hz sampling rate

for thermistors on TC5 was utilized to form a synthetic aper-

ture by grouping minute-long intervals of thermistor data

(light blue dots) to produce a temperature profile every

minute. This minute-long interval of temperature samples

filled in the vertical gaps between thermistors along the

chain and provided a nearly continuous profile with an

0.02 m average vertical resolution. The synthetic aperture

could not be used for thermistors on TC7 (dark blue dots)

which had a one-minute sampling.

During transmissions T1 and T3, the Wave Glider mea-

surements (green dots) were closer to the acoustic transmis-

sion path than measurements from TC5 and TC7, which

were roughly 1–4 km away from the transmission path.

Outside the Wave Glider’s profiling range, 50–130 m, the

thermistor chain measurements were used to fill in the

sound-speed profile from 130 to 200 m and from the 0–50 m

depth. We believe using two horizontally separated esti-

mates of sound speed for the propagation modeling is justi-

fied because the sound speed at the depths filled in by the

thermistor chain does not vary as strongly (see Fig. 4), and

the acoustic propagation was not as sensitive to changes in

the sound speed at those depths compared to depths of

50–130 m.

Sound-speed measurements from the thermistor chain

and Wave Glider were least squares fit to a cubic spline to

create a twice-differentiable sound-speed profile, shown in

Fig. 4 as the black and white dashed line. The spline is com-

prised of piece-wise third-order polynomials.25 The coeffi-

cients of each piece-wise polynomial are defined over a

finite interval. The boundary of each interval is called a

knot. At each knot, the value, first, and second derivative of

the neighboring piece-wise polynomials must be equal

which enforces the continuity of the spline. The cubic

splines had an approximately 2 m knot spacing which

enforced polynomial smoothness in the sound speed over

2 m scales. This scale was chosen so that the splines would

not overfit the data but at the same time model the meter-

scale vertical sound-speed structures.

We assume internal waves are the dominant process

driving the temporal sound-speed variability at sub-hourly

time scales represented by the hour-long standard deviation

(blue bars) to the mean sound speed as measured by TC5

and TC7 in Figs. 4(a)–4(c). The sound-speed fluctuation,

dcðzÞ, at a depth z from the mean sound speed results from

vertically varying internal wave vertical displacement fðzÞ

FIG. 3. (Color online) The GPS positions of the drifting receiver array

(gold line), the acoustic source on the R/V Roger Revelle (magenta line),

drifting thermistor chains (dark and light blue lines), and the Wave Glider

(green line). Each line has a red and black dot that indicates the start and

end position of each track. (a), (b), (c) GPS tracks on 7 May from 18:52 to

21:35, 17 May from 18:00 to 19:45, and from 10 May from 20:00 to 22:15,

respectively. A circle marker with the same color as the track line is drawn

for minutes 7 May 20:22, 17 May 19:10, and 10 May 20:30 for (a)–(c) to

mark transmissions T1, T2, and T3 respectively. A transmission line is also

drawn from source to receiver at those transmission times (gray dashed

line).
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of the potential sound-speed profile c(z). This fluctuation is

described in Eq. (1),

dcðzÞ ¼ cðSðzÞ; TpðzÞ;PðzÞÞ
� cðSðz� fðzÞÞ; Tpðz� fðzÞÞ;PðzÞÞ; (1)

where S is salinity, P is pressure, and Tp is potential

temperature.

The root mean square (RMS) residuals from the spline

fit to a minute-long set of sound-speed observations mea-

sured by TC5 are shown in Figs. 4(a) and 4(b) (orange bars).

The residuals are the difference between the fitted spline

curve and the sound-speed point observations. The differ-

ences are mostly due to bias from fitting to a spline curve to

the measurements which may have sharper curvature. The

change in sound speed over a minute from the internal

waves is expected to be small because of the drop in internal

wave displacement power at the maximum buoyancy fre-

quency N,26 which was about 4 cycles per hour in the exper-

iment region.

The sound-speed profiles in Fig. 4 have depths where

strong and weak sound-speed derivatives alternate, appear-

ing as steps along the sound-speed profile. The second

derivative of sound speed is strongest at the edge of each

fine-structure step, where the first derivative abruptly

changes from strong to weak or vice versa over a small ver-

tical distance. Parts of the sound-speed profile with high rel-

ative curvature U10ðzÞ are labeled with “FS.” At these

depths, U10 is equal to 5.7, 5.7, and 5.8 for T1, T2, and T3,

respectively, which is greater than 95% of the relative cur-

vatures (not shown) between 0 and 200 m depth in each pro-

file. The depth-mean U10 for sound-speed profiles during

T1, T2, and T3 is 3.9, 3.9, and 4.1, respectively. According

to previous studies, the mean relative curvature of these pro-

files is large enough to expect multiple ray triplications.

Vertical fine-scale structures were frequently observed

from depths of 50–150 m during the experiment from other

oceanographic instruments. A vertical auto-correlation func-

tion of sound speed was calculated between depths from 50

to 150 m using sound-speed profiles from four nearby Wire

Walkers. The average scale of the fine structure was 7 m,

which is the vertical lag necessary to reduce the vertical

auto-correlation function to half its value. The auto-

correlation function of the first derivative of sound speed

was estimated by multiplying the Fourier transform of the

auto-correlation function by a factor of k2, the vertical

FIG. 4. (Color online) Sound-speed profiles during transmission T1, T2, and T3 are made from sound-speed estimates collected by thermistors on TC5 (light

blue dots), thermistors on TC7 (dark blue dots), the profiling Wire Walker CTD on TC7 (dark blue squares), and the profiling Wave Glider CTD (green

squares). A cubic spline (black and white dashed line) was fit to a minute-long collection of the sound-speed estimates. The labels “FS” point out a few

examples of fine structure in the sound-speed profile. The top and bottom horizontal axis shows the scales for sound speed and sound-speed deviation. The

standard deviation of sound speed (blue bars) over an hour and the root mean square misfit (orange bars) of the spline over a minute are binned into one-

meter depths along the left vertical axis. The black dashed line on the left side of each figure is 10% of the hour-long standard deviation. (c) T3 does not

have an interpolation error because this particular thermistor chain had a one-minute sampling rate.
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wavelength, and then inverse-transforming the product. The

result had a vertical decorrelation of 1.2 m. This decorrela-

tion suggests the second-derivative-length scale can be on

the order of a meter or less.

The displacement of the sound-speed profile by internal

waves is shown in Fig. 5 with a series of minute-

interpolated sound-speed profiles stacked next to each other

over a period of roughly 2.5 h centered around transmission

T2. The changing position of the fine structure over time

(e.g., the curvature in the sound-speed profile between 95

and 100 m) and the motion of potential isotherms of 9.2,

10.8, and 11.4 �C with mean depths of 83, 118, and 130 m

highlight the vertical motion of the internal waves. The ver-

tical displacement of the fine structure near 120 m depth is

estimated by the change in depth of the 10.8� isotherm

(green line). The isotherm depth deviated from a mean depth

of 118 m by 64 m over the 2.5-h period with a 1.8 m stan-

dard deviation. On 17 May from 19:10 to 19:20, the 10.8�

isotherm was displaced upwards by one meter. The gra-

dients of the fine structure at the 10.8� isotherm depth are

vertically displaced by one meter as well over this period.

The displacement of the fine structure perturbs two acoustic

receptions. These receptions are discussed further in Sec. V.

In addition to the vertical displacement of internal

waves, on-isopycnal variability of salinity and temperature

creates lateral changes in the sound-speed profile. This vari-

ability, referred to as spice, corresponds with temperature

variability that compensates for the salinity-related changes

in density on an isopycnal. The total sound-speed anomaly

can be decomposed into two components: vertical displace-

ment of isopycnals and the spice anomaly along isopyc-

nals.27 The on-isopycnal variability in the California

Current System, in general, is due to larger-scale oceano-

graphic processes related to water mass formation and mix-

ing.28 The interleaving of different water masses can

contribute to vertical sound-speed gradients. However, the

horizontal advection of these water masses is not changing

the sound speed at time scales comparable to the displace-

ment from internal waves, see Fig. 6(a). Hence, we focus on

the vertical displacement of the isopycnals from internal

waves, specifically near the turning point of the transmis-

sion, as the dominant oceanographic process contributing to

the acoustic fluctuations.

An 11 km transect during a four-hour period of

FastCTD profiling on 18 May from 7:30 to 11:30 is used to

quantify the relationship between temperature and salinity

in the region, see Fig. 6(b). The temperature, salinity, and

pressure measurements from the FastCTD are plotted with

labeled contours of density shown at 0.2 kg/m3 intervals.

The mean and standard deviation of salinity and temperature

(black line with cross-marks) are interpolated to form the

empirical salinity-temperature relationship S(T). The sound-

speed anomaly along three isopycnals during the transect

with mean depths of 60, 100, and 140 m shows the lateral

scale of the spice anomaly, see Fig. 6(a). The sound speed

along isopycnals (green and yellow lines) near the turning

depths of the ray paths in the experiment changed on the

order of 1 m/s over roughly 10 km. The isopycnal near the

mixed layer (red line) changed 2 m/s over roughly 1 km due

to the distinct water masses on the 1024.8 isopycnal, see

Fig. 6(b).

The empirical salinity-temperature relationship shown

in Fig. 6(b) is used to estimate the salinity from thermistor

temperature. Relating salinity to temperature is necessary to

calculate the sound speed which depends on both variables.

However, the sound-speed equation of state ceos is weakly

dependent on the salinity, hence the contribution from the

error in estimating salinity to the error in estimating sound

speed is small. For example, the error made between a sam-

ple salinity on the 1025.2 kg/m3 isopycnal and the estimated

salinity using the empirical salinity-temperature relationship

evaluated at the sample temperature is at worst 0.085 PSU.

FIG. 5. (Color online) A series of inter-

polated sound-speed profiles using esti-

mates from the drifting thermistor

chain (TC5) plotted roughly over 2.5 h

on 17 May from 18:00 to 20:30 during

the T2 transmission. The sound-speed

profile at minute 19:10 is shown in Fig.

4(b). Each profile is separated by one

minute in time. Time and sound speed

is plotted on the same axis, and so the

5 m/s scale bar at the top left helps

show the scale of the sound-speed pro-

files. The time of each profile is aligned

with the time axis starting at the bottom

of each profile. Three colored lines

show constant potential temperature

contours of 11.4 �C (blue), 10.8 �C
(green), and 9.2 �C (purple). The red

sound-speed profiles highlight a 10-min

period that is related to acoustic recep-

tions discussed further in Sec. V.
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This deviation in salinity contributed at most 0.1 m/s error to

the sound-speed estimate, which was less than or equal to

other uncertainties. The root mean square error of sound

speed from the error in salinity is 0.03 m/s.

B. Acoustic observations

Over various short-range acoustic transmissions during

the experiment, the matched-filtered sequences had between

two and four arrivals from refracted ray paths at ranges of

less than 3 km at a source depth of 200 6 4 m. Figures 7(a),

7(c), and 7(e) show the intensity of recorded acoustic arriv-

als from single matched-filtered sequences over the entire

receiver array near the middle of the transmission intervals

T1, T2, and T3. Figures 7(b), 7(d), and 7(f) show a series of

arrivals from multiple matched-filtered sequences on single

hydrophones during the minute-long transmission of T1, T2,

and T3. The display of arrivals in the left column is gener-

ally referred to as a timefront with each separate line of

arrivals referred to as a branch. The observed timefront con-

tained multiple branches separated within milliseconds of

each other and a longer-delayed branch that likely was

reflected from the surface. This paper focuses on the

refracted arrival branches that do not scatter off the surface.

Only a single matched-filtered sequence over the array is

shown in Figs. 7(a), 7(c), and 7(e) because the shape of the

observed timefronts did not vary much over each one-

minute transmission interval, however, the location of the

timefront with respect to arrival time and depth does vary

slightly due to the small changes in source depth and trans-

mission range.

During transmission T1, shown in Fig. 7(a), the array

received two refracted arrivals and one surface-reflected

arrival from the source at a range of 1.7 km. The first two

refracted arrivals R1 and R2 had a time separation of 1.5 ms.

The time separation between the two arrivals is smaller at

the top of the array than at the bottom suggesting a differ-

ence in their angle of arrival at the receiver. During trans-

mission T2, shown in Fig. 7(c), the array also received two

refracted arrivals and one surface-reflected arrival at a range

of 1.9 km. These arrivals were similar to the arrivals in T1,

although, R1 and R2 overlapped at a depth of 130 m near

the top half of the array. The intensity of the arrival appears

to increase where R1 and R2 overlapped. During transmis-

sion T3, shown in Fig. 7(e), the array received 4 arrivals,

three refracted and one surface reflected, at a range of

2.5 km. Arrivals R1 and R2 overlapped at multiple locations.

Arrival R3 did not overlap with the first two. It is possible

that R3 is two interfering paths because R3 temporarily

appears to split, at geophysical time 32 s and arrival time

10 ms, into two smaller arrivals, see Fig. 7(f). Arrivals

shown in Figs. 7(a), 7(c), and 7(e) are attributed to ray tripli-

cations which allow for the arrivals to have small time

separations.

The arrival intensity structure along the array, shown in

Figs. 7(a), 7(c), and 7(e), is projected into the temporal vari-

ability of arrival intensity recorded on a single hydrophone,

shown in Figs. 7(b), 7(d), and 7(f). The rapid changes seen

in the time evolution of the refracted arrivals during T3, Fig.

7(f), can be explained by the overlapping arrivals seen along

the timefront in Fig. 7(e) sweeping across a single hydro-

phone over time. The surface waves—which were particu-

larly strong during T3—caused the ship to heave resulting

in the source depth changing by 64 m with a period of �7 s.

Ray simulations showed that an upwards source motion

shifts the arrival depth of a triplication downwards, and con-

versely shifts the triplication upwards for a downwards

source motion. The pattern of intensity along the time front

[Fig. 7(e)] is visible in the time record in Fig. 7(f) as a series

of interleaving paths due to the motion of the acoustic

source. This effect can be removed by sampling transmis-

sions that had the same source depth, but the effect illus-

trates how structure along the timefront can impact the time

series of arrivals for a single hydrophone.

IV. MODEL

A. Ray triplication/wavefront folding

A ray model illustrates the change in acoustic propaga-

tion due to the sound-speed fine structure. A two-

dimensional (r,z) range-independent ray trace is simulated

FIG. 6. (Color online) Salinity, temperature, pressure, and density measure-

ments from 3-min sampled FastCTD profiles down to 300 m depth during a

four-hour transect on 18 May. (a) The sound-speed anomaly from the mean

sound speed along an isopycnal over the transect for densities of 1024.8,

1025.4, and 1026 kg=m3 with mean depths of 60, 100, and 140 m. (b)

Salinity and temperature measurements (colored dots) with contours of con-

stant density (labeled black lines) plotted at 0:2 kg=m3 intervals. The pres-

sure of each sample is shown in color. The mean temperature and salinity

curve is calculated from 1024.6 to 1026.6 kg=m3 at intervals of 0.05 kg=m3

and is plotted in (b) as a black line with cross-bars that represent the stan-

dard deviation of temperature and salinity within each density interval.
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using a sound-speed profile from T1, see Fig. 8(a), which is

the same sound-speed profile shown in Fig. 4(a). Rays were

traced at constant launch angle increments of 0.05� over a

range of 1.8 km, shown in Fig. 8(b). Ray angles throughout

the ray trajectory are defined from the horizontal axis with

rays approaching the surface having positive ray angles and

rays approaching the bottom with negative ray angles.

Caustics form when the spatial separation between two

rays, separated by an infinitesimally small launch angle,

decreases to zero.29 Rays near a caustic crossover each other

creating a triplication, see the upper left corner of Fig. 8(b).

Caustics occur at the folding points of timefronts, where

dzf=dh0, the derivative of ray depth at the range of the

receiver, zf, with respect to the launch angle h0, changes

sign.30 The color of the rays in Figs. 8(b) and 8(c) changes

when dzf=dh0 changes sign. The ray arrivals at a 1.8 km

range in Fig. 8(c) contain two triplications near 60 and

110 m depth. These triplications stem from rays with turning

points between 50 and 60 m and 90–120 m depth. At 55 and

100 m depth, U10 is 5.1 and 5.8, respectively. The relative

curvature at these depths is sufficient to form triplications

for rays with nearby turning points.

The ray arrivals related to the triplication near 110 m

form a swallow-tail pattern, see inset plot of Fig. 8(c). The

three branches B1, B2, and B3 of the triplication are labeled

in Fig. 8(c). Branch B1 (magenta rays) consists of rays with

positive angles with an average of 1�. The arrival angle of

rays along the triplication goes through zero at the top of the

triplication where Branches B1 and B2 connect. The ray

angles on B2 (red rays) are negative with an average of

�3.3�. Ray angles on Branch B3 (teal rays) increase slightly

after passing through the bottom of the triplication and have

an average angle of �3.0�. Branch B3 has the lowest inten-

sity of the three branches as seen by the increase in spacing

between ray arrivals, and the ray angles are very similar to

Branch B2. Branch B3 might not be resolved in the observa-

tions for those two reasons. Arrivals from triplicated ray

paths plausibly explain observations of closely separated

and overlapping arrivals with varying intensities.

The formation of the triplication related to the arrivals

near 110 m depth starts near the caustic between 1200 and

1800 m in range and 90–120 m in depth which is shown in

the upper left corner of Fig. 8(b). Figures 9(a), 9(b) focus

further on the area where the wavefront starts to fold due to

the fine structure at those depths. Figure 9(a) shows the

value (black line), first (blue line), and second (green line)

derivative of the interpolated sound-speed profile between

92 and 105 m depth. The propagation of the simulated wave-

front, curves in r, z space of constant travel time, is shown

in Fig. 9(b) between 1450 and 1600 m in range by 92–105 m

in depth. Each wavefront is sampled every 10 ms in travel

time starting at a relative initial travel time of 0 ms. The

range variability along each wavefront is a few centimeters,

whereas the range separation between each wavefront is

FIG. 7. (Color online) Observed matched-filtered acoustic arrivals on different days with varying ranges between 1.7 and 2.5 km. (b), (d), (f) The geophysi-

cal time evolution of arrivals for T1, T2, and T3 over one minute with the arrival intensity shown in color and the relative arrival time on the vertical axis

for a single hydrophone centered in the middle of the array shown as the horizontal white dashed line on the left column. The arrival intensity is relative to

the maximum arrival intensity recorded on the array for each snapshot and is reported in decibels. (a), (c), (e) The arrival intensity for T1, T2, and T3 in

color with the relative arrival time on the horizontal axis and hydrophone depth on the vertical axis for a single transmission at the time marked by the verti-

cal dashed line on the right column. Each transmission contained multiple arrivals labeled with an “R” for a refracted and an “SR” for a surface reflected.

The bottom 16 hydrophones in the array lost power during T3, and so there is a blank space in (e) where no data is available at those depths.
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15 m. The mean range separation between each wavefront in

Fig. 9(b) is reduced from 15 m to 5 cm to emphasize the

along-wavefront variability relevant to triplications.

The wavefront begins converging near depths of 94, 98,

and 104 m. At these depths, the second derivative of sound

speed [Fig. 9(a) green line] has negative extrema, which

cause the rays in the vicinity of these depths to progressively

squeeze together. The wavefront near 100 m depth and 40 ms

travel time converges to a focal point (caustic), after which

the wavefront folds over itself. The wavefront tends to fold in

areas where the rays are near horizontal, so the wavefront is

aligned vertically, making it more sensitive to the vertical

changes in the sound-speed profile.13 The curve r(z) that

describes the wavefront range as a function of depth is multi-

valued across the fold. The colors of the wavefront in Fig.

9(b) correspond to the three branches of the triplication

FIG. 8. (Color online) A ray trace simulation using the sound-speed profile from T1 is shown in Fig. 4 and redrawn in (a) (black line) in combination with

the second derivative in sound speed (gray line). (b) A ray trace over 1.8 km with an inset plot that focuses on rays forming a triplication. Ray bundles,

highlighted with different colors in (b), are delineated by the change in sign of the derivative of ray arrival depth with respect to launch angle, dzf =dh0. The

rays that are reflected from the surface are shaded in light gray. The inset plot in (b) focuses on rays that pass through caustics and continue to crossover

each other. (c) The ray arrival time versus ray arrival depth at a 1.8 km range. The inset plot in (c) focuses on the triplication area near 110 m. Each branch

of the triplication in the inset plot is labeled B1, B2, and B3.

FIG. 9. (Color online) (a) An example sound-speed profile between 92 and 105 m, shown on the left side (black solid line), contains multiple “step-like”

structures that have non-trivial second derivatives (green solid line) in sound speed with respect to depth by alternating the first derivative in sound speed

(blue solid line). (b) Wavefronts at 10 ms travel time intervals are calculated from simulated rays between ranges of 1450 and 1600 m. Solid lines represent

the wavefront, a curve of constant travel time, and the dashed lines which represent acoustic rays. The mean range separation between each wavefront is re-

scaled from 15 m to 5 cm to emphasize the curvature along the wavefront. The wavefront folds over itself as it propagates which forms a triplication near

102 m depth. The colors magenta, red, and teal each represent a different branch of the triplication for the wavefront with a 100 ms travel time.
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shown in Fig. 8(c). From the ray point of view, the folding of

the front involves neighboring rays crossing over each other,

allowing for three rays with distinct travel times to occupy

the same point in space where the wavefront has folded.

This fold shown in both the wavefront, shown in Fig.

9(b), and in the timefront, shown in the inset plot of Fig.

8(c), demonstrates how ocean fine structure allows for dis-

tinct ray paths that have small vertical separation while still

arriving at the same depth at short ranges. For example, rays

on branches B1, B2, and B3 that intersect 110 m depth at a

range of 1.8 km had maximum vertical separations of 12,

19, and 9 m between their respective rays paths at a range of

1.5 km where the rays on branches B2 and B3 start to turn.

B. Model comparison

The PE model is compared to the ray model by overlay-

ing ray arrivals on top of the PE simulated intensity shown

in Fig. 10 for each transmission. Both simulations used the

estimated transmission ranges, source depths, and sound-

speed profiles from the three transmission periods, see Fig.

7. The PE simulations used the spectral shape of the pulses

sent during the experiment. Figures 10(b), 10(d), and 10(f)

show simulated acoustic receptions that have the same pulse

shape, source depth, and range as the simulated receptions

shown in Figs. 10(a), 10(c), and 10(e), but use sound-speed

profiles smoothed by convolving a 12-meter boxcar window

with the interpolated sound-speed profiles for T1, T2, and

T3. Smoothing the sound-speed profile of T1, T2, and T3

decreases the depth-mean U10 of each profile down to 2.9,

2.8, and 3.0, respectively. Figures 10(b), 10(d), and 10(f)

show the change in PE and ray timefront when the fine

structure is removed by smoothing. To further quantify the

effect of smoothing the sound-speed profile, this smoothing

technique is applied to the interpolated sound-speed profiles

with various window lengths and the resulting simulated

propagation is compared to the observations in Sec. V.

The intensity along the ray timefront can be estimated

from the arrival depth separation between successive rays

because the rays have uniform increments in launch angle.

Each transmission has at least two branches of arrivals.

Branches that reflected from the surface are labeled “SR,”

and branches that were wholly refracted are labeled with

“R.” Along each refracted branch there are in general extra

branches that are created by the ray triplication process.

Simulated arrival branches that are associated with the

observed arrivals are labeled the same as in Fig. 7. Not all

the branches can be associated with the observations

because the aperture of the array, see Fig. 7(a), is small com-

pared to the depth range of the simulated timefront. The

overall structure of the PE and ray timefront tend to agree,

although, in some areas, PE simulated energy appears where

the rays are shadowed, e.g., Fig. 10(a) between 125 and

150 m.

Figures 10(a), 10(c), and 10(e) show simulated output

using unsmoothed sound-speed profiles for transmissions

T1, T2, and T3, which are ordered by increasing range. T1

appeared to have the least amount of complexity in the time-

front, based on the number of branches and the intensity var-

iability, while T3 had the most. Timefront complexity thus

increased with range, as might be expected. T1 and T2 show

branches, e.g., R2, extending from ray triplications near

depths of 50, 100, and 125 m. The strong sound-speed gradi-

ent at the base of the mixed layer, see Fig. 4(c), during trans-

mission T3 explains the discontinuity between 25 and 50 m

depth and additional arrival branch, R3, in the timefront

shown in Fig. 10(e), that do not occur in the T1 or T2

timefront.

The change in acoustic amplitude described by the ray

model is governed by the convergence and divergence of

FIG. 10. (Color online) Three simulated acoustic arrivals using sound-

speed estimates shown in Fig. 4 with and without sound-speed smoothing.

(a), (c), (e) The simulation of transmission T1, T2, and T3 at ranges of 1.7,

1.9, and 2.5 km, respectively, without any smoothing to the sound-speed

profiles. (b), (d), (f) The simulations in (a), (c), (e) with a 12 m smoothing

window applied to the sound-speed profile. Intensity calculated by the PE

simulation is shown relative to the maximum arrival intensity in decibels

with color. Ray arrivals are shown as white dots. Each branch of the time-

front observed by the receiver is labeled with the same arrival labels in Fig.

7. The scale and depth of the experimental array aperture are shown in each

figure on the left-hand side between depths of approximately 128–136 m.
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the ray tube which depends on the second derivative of

sound speed along the ray path.30,31 Areas of high intensity

appear near points where the timefront splits into two arrival

branches, e.g., near 110 m between R1 and R2 in Fig. 10(a).

This split is the top part of the triplication shown in Fig.

8(c). This area of high intensity is associated with a caustic.

The simulated arrivals retain areas of high intensity at

depths where the unsmoothed simulated timefront folds

over because the second derivative of sound speed in those

areas is strong enough to significantly focus the acoustic

energy, even after smoothing.

The PE and ray simulations tend to agree on the loca-

tion of caustics along the timefront, however, the PE simula-

tions show energy extending from the caustics in the

timefront which are not paired with ray arrivals. This is

most clear for the caustic in Fig. 10(a) near 110 m depth.

Both ray and PE simulated receptions show a second arrival

branch, R2, in the timefront underneath the caustic. R2 cal-

culated from geometric ray tracing terminates at a depth of

112 m whereas R2 calculated with a full-wave PE simula-

tion extends to a depth of 140 m. This extension of energy is

asymmetric with more energy scattered below than above

the triplication. The ray trace does not model the extension

of energy but does predict areas of triplication that appear to

be the source of this extension.

The PE model includes information about the acoustic

wavelengths within the bandwidth of the experimental trans-

missions, and models wave scattering when the wavelength

is comparable to or larger than the length scale of the

changes in sound speed. Hence, when the sound-speed pro-

files are smoothed with a 12 m window length, the PE simu-

lated transmission of T1 and T2 lose their R2 arrival

branches, and the energy below 125 m for T2 and T3

appears less scattered across the timefront because the verti-

cal length scales of the sound-speed profiles are increased

by smoothing. The vertical Fresnel zone, Rf � 1=2
ffiffiffiffiffiffi
kR
p� �

,

can quantify the acoustic sensitivity to vertical scales in the

sound-speed profile.30 The vertical Fresnel zone for ray

paths connected to arrivals R1 and R2 is approximately 10

to 20 m based on the bandwidth of the pulses. This calcula-

tion assumes a free-space medium and the curvature of the

waveguide can make the Fresnel zones much smaller.30

V. RESULTS

A. Model-observation comparison: Intensity

A deterministic comparison was made between arrivals

observed over the array and PE simulations of arrivals for

each of the three transmission periods. Figure 11 compares

the intensity of the observed and simulated pulses. The

intensities are shown in decibels in Fig. 11 and are relative

to the maximum arrival intensity recorded on the array dur-

ing the snapshot. Figures 11(a), 11(c), and 11(e) show a

snapshot of a single pulse arrival [expanded view of Fig.

7(a), 7(c), and 7(e)] within the same minute interval as the

simulated result shown in Figs. 11(b), 11(d), and 11(f). The

range of the transmission can be estimated with the

measured travel time and sound speed but has an uncertainty

of roughly 30 cm. A single travel time offset is used to align

the observed and simulated timefronts along the center of

the time delay axis. These comparisons show good visual

agreement demonstrating that the closely spaced arrivals

observed during the experiment were consistent with ray

triplication created by oceanographic fine structure in the

sound-speed profile.

The interpolated profiles in Figs. 4(a), 4(b), and 4(c)

and the measured source-receiver geometry were used to

make a set of baseline PE simulations, see Figs. 11(b),

11(d), and 11(f), for each transmission. Another set of simu-

lations was made with perturbations to the range, source

depth, and sound-speed profile. The simulations, perturbed

and unperturbed, were compared to the observed intensity

along the array with a correlation, r, a skill score, SS, and

FIG. 11. (Color online) Three snapshots of observed pulses from the experi-

ment (left column), and modeled pulse propagation (right column) using

sound-speed profiles within 2 km. (a), (b) Observed and simulated arrivals

from T1; (c), (d) T2; (e), (f) T3. The intensity of arrivals relative to the

maximum arrival intensity is shown in decibels with color over the 7.875 m

array aperture for an arrival time window of 5 ms. The arrivals are centered

in each plot, with the travel times adjusted to match because of the uncer-

tainty in the transmission range.
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mean squared error relative to noise, MSEr, see Table I. The

r value measures the correlation between the amplitudes,

which is less sensitive to the difference in magnitude

between two received pulses than to the difference in pulse

shape, whereas the skill score and MSEr are sensitive to the

difference in the magnitude and shape between the received

pulses, and has a larger range of values over the set of com-

parisons. These metrics quantify the importance of each

parameter to the difference between observed and simulated

arrival amplitudes. The Appendix describes how these met-

rics are computed from the data.

In general, the PE simulations using a well-resolved

sound-speed profile near the turning point and the correct

acoustic parameters predicted the number of observed arriv-

als and replicated the relative travel time separation between

those arrivals. The variation in intensity along each arrival

branch was not as well replicated in the simulations shown

by the lower values of skill score compared to the correla-

tion. The agreement between the observed and simulated

intensity was more sensitive to changes in the sound-speed

profile than to small changes in the range or source depth.

The last row of Table I uses sound-speed profiles made

solely from the thermistor-chain measurements, shown in

Figs. 4(a) and 4(c), without supplemental measurements

from the Wave Glider. The simulations in the first row of

Table I used sound-speed measurements from the Wave

Glider which were made at the turning point depth and

roughly 100 m and 2 km away from the turning points in

range during T1 and T3, respectively. The correlation

between observation and simulation decreased by 11% for

T1 and 30% for T3 when solely using the thermistor-chain

measurements at the turning point depths. The thermistor

measurements were 1.5 km and 4 km, respectively, away

from the turning point in range. The decrease in correlation

emphasizes the importance of measuring the sound-speed

profile near the turning point of the acoustic transmission.

In another perturbation experiment, the sound-speed

profile closest to the turning point was smoothed by con-

volving a boxcar window with the profile for window

lengths of 2, 4, 8, 12, and 20 m. The sensitivity simulation

indicated that modifying the sound-speed profile by vertical

smoothing reduced the number of arrivals overall, decreas-

ing both the correlation and skill score, see Fig. 12. The cor-

relation is not as sensitive as the skill score and flattens off

after a smoothing window length of 8 m. The skill score

decreased monotonically as the sound-speed profile smooth-

ing window length increased. The decrease in skill score

between 0 and 2 m window length is smaller than 2 to 4 m

window length, indicating structures under 4 m need to be

resolved in the sound-speed profile in order to adequately

match the simulated pulses to observations, although higher

resolution improves the match.

The drifting nature of the experiment made it difficult to

position the oceanographic platforms so that they could

measure the range variability along the acoustic propaga-

tion path. The agreement between our range-independent

simulations and the acoustic observations gives us confi-

dence that our range-independent assumption is reasonable.

Additionally, two range-dependent environments were made

to test the sensitivity of the simulated propagation to hori-

zontal sound-speed variability. Lacking horizontally sepa-

rated sound-speed measurements along the transmission

path between the source and receiver, we convert hour-long

and 30-min-long time series of sound-speed profiles, see

Fig. 5, centered on Transmission T2 into a spatial series by

spacing each profile in range by a fixed distance.

The 30-min and hour-long series separate consecutive

profiles in range by 67 and 33 m respectively. These range-

dependent simulations test cases where the range depen-

dence of the sound channel is strong. The ratio between the

spatial to temporal decorrelation scale of the sound speed,

approximately 4 km per 24 min, would suggest a profile

every 167 m. Even with 67 and 33 m horizontal separations,

adding horizontal range dependence to the simulation did

not greatly affect the arrivals at the 1.9 km range. The hour-

long series was 92% correlated with the range-independent

simulation. The 30-min-long series was 95% correlated with

the range-independent simulation. Neither of the range-

dependent simulations increased the agreement between

observation and simulation which is expected since the

range-dependent simulations do not have the true range

dependence for those transmissions.

TABLE I. Values of the correlation, r, skill score, SS, and relative mean squared error, MSEr, quantify the difference between the observed and simulated

arrival amplitudes. The rows in the leftmost column dictate the type of perturbation made to the simulation’s parameters. Each column corresponds to a

transmission with sub-columns for each metric. The unperturbed row uses the range, source depth, and sound-speed profile that best match the acoustic

transmission. The range and source depth of the simulations were perturbed and their agreement with the observations is reported in the middle rows.

Simulations using sound-speed profiles measured farther away from the turning point of the acoustic path are available for two transmissions. Comparisons

between observations and those simulations are listed in the last row.

Perturbation

T1 T2 T3

r [%] SS [%] MSEr [dB] r [%] SS [%] MSEr [dB] r [%] SS ½%� MSEr [dB]

Unperturbed 93 80 –24.17 90 80 –23.32 72 64 –19.73

Rangeþ 50 m 90 80 –23.48 88 74 –22.56 59 48 –17.72

Range –50 m 93 76 –23.37 88 71 –22.26 62 56 –18.62

Source depthþ 3 m 93 79 –23.77 88 74 –22.44 49 42 –16.72

Source depth –3 m 92 79 –24.07 89 76 –22.54 70 64 –19.56

Alternative profile 83 58 –21.60 — — — 50 28 –16.24
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B. Model-observation comparison: Phase

The phases of the 4 kHz carrier frequency along the

array for a single MLS transmission in the middle of the

minute-long series from the observations, see Fig. 13(a),

13(c), and 13(e), were computed from the output of the

matched filter on the demodulated receptions.16 The phases

of the simulated propagation, see Figs. 13(b), 13(d), and

13(f), were evaluated as the angle between the complex

components of the baseband pulse. Values that have lower

than –15 dB intensity are not shown in the figures. It is not

possible to compare the absolute phase between the simula-

tion and observation because the range uncertainty is

greater than 30 cm, which is the amount of range required

to change the phase by 1 cycle. A single phase offset is

added to the simulated phase so that it is easier to compare

the simulated to the observed phase along each arrival

depth.

The angle of arrival, h, of the wavefront with respect to

the array is estimated using both the rate of change in phase

and travel time over the vertical span of the array. The esti-

mated angle of arrival, ĥs and ĥ/ , is congruent to the ray

angle defined by the ray coordinate system. The travel time

and phase are evaluated at the peak values of the received

arrival amplitude. These peaks are shown as circles in

Fig. 13. A line is fit to peak phase and travel time measure-

ments and the slope is used to estimate the rate of change in

both quantities along the array. Equation (2),

ĥs ¼ tan�1 ds
dz

� �
c

� �
; (2)

is used to estimate angle ĥs with travel time where ds=dz is

the change in arrival time with respect to depth, and c is the

local sound speed. Equation (3),

ĥ/ ¼ tan�1 d/
dz

� �
c

x

� �
; (3)

is used to estimate angle ĥ/ with phase where d/=dz is the

phase rate with respect to depth, x is the angular frequency,

and c is the local sound speed.

The angle of arrival estimates are reported in Table II.

The difference between observed and simulated arrival esti-

mates is at most a few degrees, which demonstrates the

capability of the simulation to accurately represent the phase

distribution over the array. The average difference between

observation and simulation angle estimates using travel time

FIG. 12. (Color online) Values of skill

score (solid line) and correlation

(dashed line) between observation and

simulation for the three transmissions

T1 (blue line), T2 (green line), T3 (red

line) as a function of window length

(smoothing factor) used to smooth the

sound-speed profile are plotted in (a)

(top). The mean-squared error between

observation and simulation divided by

the squared amplitude of the observed

noise in decibels (solid lines) and the

depth-mean log10ðjUðzÞjÞ of the sound-

speed profile (dashed lines) for T1

(blue line), T2 (green line), T3 (red

line) are plotted as a function of the

window length used to smooth the

sound-speed profile in (b) (bottom).
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was 1� and using phase was 1.6�. Differences were greatest

for T3 and least for T1 as expected. The overlap of arrivals

for both T2 and T3 leads to some disagreement between the

phase and travel time angle estimate. For example, the phase

estimate of the second arrival angle for T2 differs by 1.9�

from the travel time estimate of the arrival angle. When two

pulses overlap in arrival time the phase underneath the enve-

lope of the overlapping pulses is affected by both the phase

and amplitude of the two pulses. This interference can cause

the phase to deviate from a constant rate of phase change

along the array. The overlapping of arrivals can also change

the envelope shape, therefore, adding uncertainty to the

travel time estimate of the arrival angle, but to a lesser

extent than for the phase estimate.

The ray trace using the sound-speed profile from T1

predicted a single arrival at the depth of the array. The PE

simulation correctly models the energy that was received on

the array during T1 with an estimated arrival angle within a

degree of the observed arrival angle. Branch 2 of the tripli-

cation, shown in Fig. 8(c), is connected to the extension of

energy, shown in Fig. 10(a). In the ray trace, Branch 2 has a

�3.3� arrival angle whereas the estimated angle from the

observation was �6.6�. The angle of the received wavefront

from the caustic extension must steepen as it reaches the

depth of the array, which would explain the discrepancy

between the observed arrival angle and ray angle.

C. Time evolving amplitude comparison

A longer time series of acoustic arrivals during T2 was

processed to compare the evolution of the arrivals over a

few minutes to a simulated evolution. Figure 14 shows a

10-min record during T2 starting on 17 May 19:10 on a

hydrophone at 129 m depth, which is above the interference

of two arrivals shown in Fig. 7(d). Figure 14(a) shows all of

the arrivals including the surface arrival. The travel time of

arrivals in Fig. 14(a) vary due to the varying range between

the drifting array and the shipboard source. The range

between source and receiver increased by 30 m over the

10-min period on 17 May from 19:10 to 19:20. The relative

time delay between surface and refracted arrivals was

roughly constant over the 10-min record which suggested

the change in travel time could be corrected with a single

time delay adjustment for each MLS reception.

The change in the arrivals due to sound-speed changes

was isolated by removing the travel time effect of range and

filtering for source and receiver depth changes within half a

meter. A time-lag cross correlation was calculated between

the intensity of the two refracted arrivals from each recep-

tion and the intensity of the two refracted arrivals from the

previous reception. The time lag with maximal cross corre-

lation estimates the change in travel time from one reception

to the next. Those time-lags were then used to offset each

FIG. 13. (Color online) A comparison between observed and simulated

arrival phase. Arrival phases that have an arrival intensity of –15 dB less

than the maximal arrival peak are not shown. (a), (c),(e) The observed car-

rier phases along the array for a single transmission during T1, T2, and T3

respectively. (b),(d),(f) The simulated carrier phases of transmissions T1,

T2, and T3 with a single phase offset allowed to ease the comparison

between observed and simulated phases. Circle markers show the location

of peak intensities of each arrival with the solid lines showing a linear fit to

those peak arrival times along the vertical axis.

TABLE II. Estimated arrival angles for different transmissions T1, T2, and

T3 for both observations (DATA) and simulations (SIM) are reported in

each row. The left half of the table shows the travel time estimates of arrival

angles. The right half shows the phase estimates of arrival angles. Each col-

umn delineates the arrival numbers which are ordered by the time of arrival.

A dashed line in the table means that particular arrival was not received dur-

ing the transmission.

Transmission

Arrival Angle

Travel Time Estimate Phase Estimate

1st 2nd 3rd 1st 2nd 3rd

T1 (DATA) 0.35� �6:6� — 0:42� �6:2� —

T1 (SIM) 1.18� �5:3� — 1:18� �4:9� —

T2 (DATA) 2.7� �3:3� — 1:7� �3:7� —

T2 (SIM) 1.7� �3:5� — 1:4� �1:8� —

T3 (DATA) 0.1� �2:7� �9:1� �4:3� �3:8� �9:4�

T3 (SIM) 0.5� �3:8� �6:4� �0:6� �5:1� �6:8�
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reception so that the first refracted arrival is centered at

time-delay 0 in Fig. 14(b). The range was held constant in

the simulation and so Fig. 14(c) is not travel time corrected

with a cross correlation. There are slight changes in the

travel time of the arrivals shown in Fig. 14(c) due to the

changing sound-speed profile, but these are small compared

to the change in travel time caused by the increasing range

in the observed data.

The two observed arrivals in Fig. 14(b) with intensities

of �20 dB or greater are separated by 0.6 ms at the begin-

ning of the record. These two arrivals combine near minute

five into a merged arrival with a broader peak. The merging

of the two arrivals happened in under one minute and

changed the intensity of the acoustic reception. The time

evolution of the arrival intensity at 129 m depth was simu-

lated, see Fig. 14(c), using a series of interpolated sound-

speed profiles on 17 May from 19:10–19:20 sampled at

one-minute intervals, which are highlighted with red in

Fig. 5. The observed and simulated arrivals both display two

separate arrivals that merge into a single arrival between

minutes 4 and 5. Both the observed and simulated timefront

over the full vertical span of the array preserve their

“X-like” pattern, see Figs. 11(c) and 11(d), however, both

timefronts moved upwards in arrival depth over the ten-

minute interval. The movement of the timefront caused the

overlapping arrivals seen in Figs. 7(c) and 7(d) at 130 m

depth to move to a depth of 129 m where the series of arriv-

als are recorded in Figs. 14(b) and 14(c).

During this period of time, fine structure centered at

120 m was displaced upwards by 1 m highlighted by the

green line in Fig. 5. Ray paths associated with the observed

arrivals turn over at depths near 120 m, and so would be sen-

sitive to a change in the position of the fine structure.

Although, the range of the transmission is changing, Table I

suggests that the arrival structure is more sensitive to pertur-

bations in sound speed than range. The merging of two paths

in Fig. 14(c) can be explained as an upwards shift of the

timefront due to a meter scale displacement of the fine struc-

ture embedded in the sound-speed profile causing the inter-

ference point of the two arrivals in that timefront to sweep

past the hydrophone at 129 m.

VI. DISCUSSION

The measurements in this paper identify sound-speed

features that are important for modeling micro-multipathing.

The rapidly repeated broad-band pulses are critical for

resolving the path separation of the acoustic arrivals. The

three examples of micro-multipathing in transmissions T1,

T2, and T3 show receptions that have no interference, single

interference, and multiple interferences, respectively. It was

also typical to have multiple-interference arrivals for recep-

tions with ranges greater than 2 km and less than 5 km,

which are not shown in the paper. The short range of the

transmissions is crucial for reducing the impact of range-

dependent sound-speed perturbations in the channel. We

would expect that at longer ranges, with multiple upper turn-

ing points, the paths would go through multiple triplications

leading to saturation of the scintillation coefficient. This

would increase the difficulty in sampling the sound speed

and matching observed and modeled acoustic arrivals.

Full-wave simulations of mid-frequency acoustic propa-

gation show triplication patterns similar to that of the ray

simulation, which argues for the validity of arrivals that

have distinct ray paths emanating from the triplication.

FIG. 14. (Color online) A time series of recorded (a), (b) and simulated

(c) acoustic arrivals on a hydrophone at 129 m depth, including T2, on 17

May from 19:10 to 19:20 with intensity relative to the maximum arrival

intensity shown in color and travel time in seconds on the vertical axis.

(a) and (b) have a white gap every minute because the phase-coded arriv-

als are processed on minute intervals and the coded sequence length of

63.5 ms does not divide evenly into a minute. The travel time variability

seen in (a) was removed in (b) by shifting each arrival by a time delay

that maximizes the cross correlation with the previous arrival. The arrival

time axis is shrunk in (b) to exclude the surface arrival. (c) A simulation

of the refracted arrivals during the same time period using the series of

sound-speed profiles measured at the same time as the transmissions

shown in Fig. 5 (red profiles).
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The full-wave simulations also show energy extending into

the geometric shadow zone of the ray simulation which indi-

cates that finite-wavelength effects are also relevant to

micro-multipathing at mid-frequencies. We expect that at

lower frequencies the agreement between full-wave and ray

simulations would decrease as the Fresnel zone widens and

diffraction smooths out the effects of small-scale features.

In general, reducing the relative curvature by smoothing

the sound-speed profile reduces the number of caustics which

increases the mismatch between the smoothed-profile simula-

tions and the observations. There is not, however, a threshold

for how much relative curvature is needed to form a caustic.

The lack of a threshold is partially due to the dependence of

caustic formation on the geometry of the ray paths between

the source and receiver. For example, the triplicated arrivals

in the simulated transmissions of T1 and T2 vanish when the

depth-mean U10 is reduced to roughly 3.0 with a smoothing

window of 12 m, see Fig. 10. In contrast, the simulated trans-

mission of T3 which uses a smoothed sound-speed profile

with similar depth-average U10 as T1 and T2 still contains

triplicated arrivals. The slightly greater range of this trans-

mission may be the reason for this difference, as triplications

tend to grow with range. These observations only represent a

small case study, not a comprehensive theory.

The importance of modeling additional ray paths related

to strong second derivatives in sound speed lies in the inter-

ference of the arrivals. The interference of micro-multipath

arrivals not only increases the scintillation but also creates

ambiguity in the phase of the received acoustic pulse, see

Figs. 13(c) and 13(e). As a consequence, caustics and

micro-multipath interference from triplicated arrivals

increase the sensitivity of the channel impulse response

between source and receiver to the vertical position of those

second derivatives. Weak vertical displacements of those

second derivatives can cause strong fluctuations in acoustic

intensity and phase, see Fig. 14, so internal waves with

higher frequencies which tend to have lower energy can pro-

duce significant acoustic variability.

Further work is required to understand the correlation

and time variability of micro-multipath arrivals specifically

at short ranges where mid-frequency acoustic propagation is

partially saturated—a regime of strong acoustic intensity

variation due to strong focusing and interference.13 Acoustic

propagation modeling that includes realistic meter-scale ver-

tical sound-speed variability could quantify statistics of

micro-multipath interference. These statistics are important

for understanding the scintillation as well as the phase

decorrelation of the underwater acoustic channel.
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APPENDIX: COMPARISON METRICS

To quantify the difference between the observed and sim-

ulated arrivals over the array of hydrophones, the two-

dimensional array data are converted into a single vector by

concatenating the pressure record from each hydrophone along

the time delay axis. The number of elements in the vector

N ¼ m � T � ft (A1)

is equal to the time interval, T, times the sampling frequency,

ft, the number of hydrophone elements, m. Each pressure

record is selected over a fixed T¼ 5 ms interval centered

around the refracted arrivals. Those vectors of observed and

simulated pressure were compared using the following metrics.

The Pearson correlation coefficient,

r ¼

XN

i¼1

ðdi � �dÞðd̂ i � d̂ Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1

ðdi � �dÞ2ðd̂ i � d̂ Þ2
s ; (A2)

and the MSE,

MSE ¼ 1

N

XN

i¼1

ðdi � d̂ iÞ2; (A3)

are calculated for di ¼ jpij=Rn
i¼1jpij the magnitude of the

observed pressure pi normalized by the sum over the entire

array vector, and d̂ i ¼ jp̂ij=Rn
i¼1jp̂ij the magnitude of the sim-

ulated pressure p̂i normalized by the sum over the entire array

vector. The MSE is reported scaled by the average squared

amplitude inside the pulse arrival, di, as the Skill Score,

SS ¼ 1� MSE

1
N

XN

i¼1

ðdiÞ2
; (A4)

and scaled by the average observed squared amplitude out-

side the pulse arrival, dj,

MSEr ¼ 10 log10

MSE

1

M

XM

j¼1

ðdjÞ2

2
664

3
775; (A5)

which is the MSE relative to the observational noise. The

observational noise is calculated by taking the average of

the squared amplitude of the matched filter output before

and after the pulse arrival. The ratio of the MSE to the noise

is then reported in decibels.
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