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ABSTRACT

Satellite remote sensing has enabled remarkable progress in the ocean, earth, atmospheric, and environ-

mental sciences through its ability to provide global coverage with ever-increasing spatial resolution. While

exceptions exist for geostationary ocean color satellites, the temporal coverage of low-Earth-orbiting satel-

lites is not optimal for oceanographic processes that evolve over time scales of hours to days. In hydrology,

time scales can range from hours for flash floods, to days for snowfall, to months for the snowmelt into river

systems. On even smaller scales, remote sensing of the built environment requires a building-resolving res-

olution of a few meters or better. For this broad range of phenomena, satellite data need to be supplemented

with higher-resolution airborne data that are not tied to the strict schedule of a satellite orbit. To address some

of these needs, a novel, portable, high-resolution airborne topographic lidar with video, infrared, and

hyperspectral imaging systems was integrated. The system is coupled to a highly accurate GPS-aided inertial

measurement unit (GPS IMU), permitting airborne measurements of the sea surface displacement, tem-

perature, and kinematics with swath widths of up to 800m under the aircraft, and horizontal spatial resolution

as low as 0.2m. These data are used to measure ocean waves, currents, Stokes drift, sea surface height (SSH),

ocean transport and dispersion, and biological activity. Hydrological and terrestrial applications include

measurements of snow cover and the built environment. This paper describes the system, its performance, and

present results from recent oceanographic, hydrological, and terrestrial measurements.

1. Introduction

Over the last few decades, satellite remote sensing has

enabled remarkable progress in the ocean, earth, at-

mospheric, and environmental sciences through its

ability to provide global coverage with ever-increasing

spatial resolution down to the order of tens of meters for

some instruments, and 1m and less for visible imagery

and synthetic aperture radar (SAR). While geosta-

tionary satellites can provide high spatial and temporal

coverage for ocean color [e.g., the Geostationary Ocean

Color Imager (GOCI); Ryu et al. 2012], the temporal

coverage of low-Earth-orbiting satellites is not optimal,

with typical repeat cycles of the order of 10 days or

more. This sampling frequency may be sufficient to re-

solve mesoscale ocean processes (e.g., ocean eddies),

which may have time scales of a month, but it is not

sufficient for ocean processes that respond to atmo-

spheric forcing with time scales of days to a week and

other submesoscale ocean processes, especially coastal

processes, both physical and biological, and air–sea–

land interactions in the coastal zone. In the hydrological
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sciences, the time scales can range from hours for flash

floods, to days for snowfall on mountain ranges, to

months for the snowmelt into the river system. On an

even smaller scale, remote sensing of the built environ-

ment catalyzes research into more resource-efficient

and sustainable cities but requires a building-resolving

thermal resolution of a few meters. For this range of

phenomena, satellite data are very useful but not opti-

mal, and need to be supplemented with higher-

resolution airborne data that are not tied to the strict

schedule of a satellite orbit.

Of particular use in airborne remote sensing is lidar

along with hyperspectral (including infrared) imagery.

Simple lidars measure the first returns of laser pulses from

the surface and in the absence of complications—because

of, say, vegetation—the data can be interpreted as topo-

graphical maps of the surface, including water surfaces.

Waveform lidars have a buffer that can store backscatter

data over some time-enabling interpretation of the signal

in more complicated situations in which there may be

structures or vegetation between the first return pulse (e.g.,

the top of the trees, the top of a power line) and the last

(e.g., the ground). In an oceanographic setting, waveform

lidars can resolve aerosols and spray above the ocean

surface (L. Lenain and W. K. Melville 2015, unpublished

manuscript). When combined with hyperspectral/IR im-

agery, lidar can provide both topography and measures of

biological productivity, land use, hydrological variables,

and radiative properties based on the hyperspectral/IR

image (Lee et al. 2015; Vierling et al. 2008).

With the growing interest in understanding air–sea

interaction, upper-ocean dynamics, and thermodynam-

ics, increasing emphasis has been placed on sub-

mesoscale and smaller-scale ocean processes. In parallel

there has been a growing awareness that air–sea fluxes,

many of which are parameterized just on wind speed,

must also depend on surface-wave processes, whether it

is momentum flux (drag), heat flux, or mass flux—the

last of which includes gas transfer by entrained air, and

marine spray and aerosol generation by wave breaking.

In general, the only way wave effects can drop out of the

parameterization is by considering near-asymptotic

states of the wave field like ‘‘full development,’’ which

is normally not the case (Hanley et al. 2010).

Langmuir turbulence (LT) [or Langmuir circulation

(LC)] has been shown to be an important component of

upper-ocean (mixed layer) dynamics, entrainment, and

mixing. The dynamics of LT depends on a vortex force

us 3v, where us is the Stokes drift, the wave contribu-

tion to the Lagrangian mean velocity, and v is the vor-

ticity of the near-surface current. Computing the Stokes

drift depends on the directional spectrum of the wave

field in space and time.

While mesoscale processes may be well correlated

with the geostrophic currents inferred from the sea

surface height (SSH) measured by satellite altimetry

on a typical 10-day repeat cycle, as we move to sub-

mesoscale and coastal processes, improved spatial and

temporal resolution is required. For example, with the

2-km-spatial-resolution requirement and 500-m goal of

the Surface Water and Ocean Topography (SWOT)

altimetry mission (https://swot.jpl.nasa.gov/), the sur-

face wave field will become of more significance for the

kinematics and dynamics inferred by the altimeter, and

for the sea-state bias corrections since the wave field

correlates with the submesoscale dynamics through

wave–current interaction. As the oceanographic com-

munity moves more and more into this submesoscale

regime of ocean dynamics, some of these needs can be

met by the use of airborne (suborbital) ocean remote

sensing using lidar for the measurement of ocean to-

pography from mesoscales of O(100–1000) km to

gravity–capillary waves of wavelengths O(1–10) cm.

Thus, airborne remote sensing can be used in the pre-

launch and calibration–validation phases and to sup-

plement the science goals of missions like SWOT.

In this paper we describe the Modular Aerial Sensing

System (MASS)1, which is built around a waveform

scanning lidar and includes a high-resolution camera, in-

frared and hyperspectral imaging systems, and a very

preciseGPS-aided inertialmeasurement unit (GPS IMU),

which permits the data to be referenced to anEarth frame.

We then go on to present the initial results of using the

system in experiments off the coast of California, the

Carolinas, and the Gulf of Mexico. We also show a ter-

restrial use of the lidar in measuring the snow cover in the

SierraNevada, an important natural seasonal reservoir for

California’s water supply and, finally, an example of

measuring the built environment of a university campus.

2. Modular Aerial Sensing System

TheMASS is shown during bench top testing in Fig. 1a

along with the aircraft used for the 2011 Gulf of Mexico

experiment, a Partenavia P.68 light twin engine, which is

shown in Fig. 1b. The MASS components, weight, and

power requirements are given in Table 1, demonstrating

that the system is small enough and efficient enough to

also be flown in single-engine aircraft for missions in

which the limitations of such aircraft are not a safety

issue (e.g., very nearshore coastal oceanography).

1 A much earlier, simpler version of MASS was flown on a Long-

EZ aircraft for wave and breaking measurements (Melville and

Matusov 2002).
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The core of the system for ocean wave and SSH mea-

surements is a Q680i, 1550-nmwaveform scanning elastic

topographic lidar (Riegl) that has a maximum pulse

repetition rate of 400kHz, has a maximum 6308 raster
scan rate of 200Hz, and has been used at altitudes of up to

1000m with good returns for surface-wave measure-

ments. The theoretical swath width over water is typically

proportional to the altitude of the aircraft, and its effec-

tive width is also dependent on the wind speed and sea

state, as shown in Table 2 (see alsoReineman et al. 2009).

The 14-bit, 640 3 512 quantum well infrared photo-

detector (QWIP) FLIR SC6000 infrared camera oper-

ates up to a 126-Hz frame rate in the 8.0–9.2-mm band,

with a temperature range of2108 to 808C, an integration
time of 10ms, and a stated rms noise level below 35mK.

In our oceanographic applications, it is used to measure

the ocean surface temperature field, including modula-

tions and gradients due to fronts, LT, and wave breaking

(Sutherland andMelville 2013). It is also used along with

image processing techniques [optical flow and particle

imaging velocimetry (PIV)] to measure surface currents

by the advection of the surface temperature patterns.

The hyperspectral camera is a push-broom system

(SPECIM AisaEAGLE) operating in the 400–990-nm

range [visible to near IR (VNIR)], with 1.25-nm native

spectral resolution and a 944-pixel swath resolution, for a

swath width of approximately 570m at 900m (3000 ft)

MSL using a 18.57-mm lens, corresponding to a 0.6-m

cross-track spatial resolution. The imager is used to

measure biological activity (e.g., red tides, chlorophyll-a)

and to measure the dispersion of dyes in the ocean. To

produce calibrated radiance values [mW (cm2 srmm)21],

FIG. 1. (top) MASS at the Air–Sea Interaction Laboratory at Scripps Institution of Ocean-

ography prior to a deployment in theGulf ofMexico inOctober 2011. (bottom) The instrument

package was installed on a Partenavia P.68 aircraft for the Gulf of Mexico experiment, 17–

31 October 2011. The airborne system includes a scanning waveform lidar, longwave infrared

(LWIR) camera, SST sensor, visible high-resolution camera, hyperspectral (VNIR) imager,

and a GPS IMU system (see Table 1).
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measurements of incoming downwelling radiation are

collected using a fiber-optic downwelling irradiance sen-

sor (FODIS) placed atop the fuselage of the aircraft and

synchronized with the hyperpectral camera. The camera

system (hyperspectral and FODIS sensor) was calibrated

at the SpecTIR facility prior to installation on the aircraft.

The resulting calibration provides data that are within

65% of absolute radiance, with central wavelength lo-

cations within 0.5-nm accuracy. The noise reference

value, collected at the end of each flight line, is removed

from the imagery prior to radiance calibration.

The Jai Pulnix AB-800CL is an 8.1-Mpx (3296 3 2472)

color/black and white (24/12 bit) video camera that oper-

ates at a frame rate up to 17Hz and is used to provide

reference imagery in addition to visible imagery of the

kinematics of whitecaps (Kleiss and Melville 2010, 2011;

Melville andMatusov 2002; Sutherland andMelville 2013).

The Novatel SPAN LN200 is a very accurate GPS

IMU system combining GPS technology with an IMU

using fiber-optic gyros and solid-state accelerometers to

provide position and attitude data at up to 200Hz. After

differential GPS processing using Waypoint Inertial

Explorer software, the stated accuracy for position is

0.01m horizontal and 0.015m (vertical), and attitude

accuracies of 0.0058, 0.0058, and 0.0088 for roll, pitch, and
heading, respectively.

As stated above the power requirements (600W) and

weight (120 kg) of the system are small enough to be

operated from a small single-engine aircraft in terrestrial

or nearshore applications. For reasons of flight safety,

we use a light-twin-engine aircraft, a Partenavia P.68,

when flying offshore. Figure 2 showsMASS installed in a

P.68 aircraft during the Office of Naval Research

(ONR) Inlets and Rivers Mouth Dynamics Depart-

mental Research Initiative (RIVET DRI) field effort

(New River Inlet, North Carolina) in May 2012. With

an endurance of 4.5–6 h2 at a cruise speed of 120kt

(1 kt5 0.51m s21) and a typical airspeed of 100kt during

MASS data acquisition, this and similar aircraft can

provide significant time and aerial coverage while on

station.

Prior to each field campaign, a calibration–validation

flight is conducted to characterize andminimize boresight

errors due to the misalignment between the GPS IMU

system and the lidar, IR, visible, and hyperspectral cam-

eras. The boresight flight consists of several overlapping,

opposing direction, and crossing flight lines over an area

with a high concentration of houses with flat-surfaced,

angled roofs.We use an automated detection tool, part of

the Riegl RiProcess and RiAnalyze software suite to it-

eratively compute the boresight angles and level arm

(x, y, z directions) that minimize misalignment errors of a

distribution of flat surfaces collected from flight lines of

various headings and directions.

3. Oceanographic and coastal applications

a. Directional measurements of the ocean surface
wave field at high wavenumber

The high pulse repetition and line-scanning rates of

the Riegl Q680i lidar with a single-pulse range accuracy

of 2 cm, when compared to the previous systems used

(Huang et al. 2012; Reineman et al. 2009; Romero and

Melville 2010a), lead to very high-resolution directional

surface-wave measurements. An example of a di-

rectional spectrum from a flight off San Clemente Island

conducted in November 2013 is shown in Fig. 3b along

with the azimuthally integrated omnidirectional spec-

trum in Fig. 3a. The latter clearly shows the separation of

the spectral slopes into 22.5 and 23 regions, consistent

with wave dynamics and modeling (the 22.5 slope is

consistent with an ‘‘equilibrium wave spectrum,’’ for

which there is, at leading order, a dynamical balance

between wind input, nonlinear wave–wave interactions,

and dissipation, mainly due to breaking; this evolves into

the23 slope, consistent with the ‘‘saturation spectrum’’

in which the primary balance is between wind input and

dissipation; Banner 1990; Phillips 1985; Romero and

Melville 2010a,b; Romero et al. 2012). These data down

to wavelengths of approximately 60 cm were acquired

at a flight altitude of approximately 200m.

TABLE 1. Primary instrumentation of MASS and its application in an oceanic environment. The weight is 120 kg total (including ac-

quisition rack); 79 kg without hyperspectral imager. The power requirements are 600W total; 400W without hyperspectral imager.

Instrumentation Measurement

Scanning waveform lidar (Riegl Q680i) Surface waves, surface slope, directional wave spectra (vertical accuracy

;2–3 cm per point)

LWIR camera (QWIP FLIR SC6000) Ocean surface processes, wave kinematics and breaking, frontal processes

High-resolution video (Jai Pulnix AB-800CL) Ocean surface processes, wave kinematics and breaking, frontal processes

Hyperspectral camera (Specim AisaEAGLE) Ocean surface and biogeochemical processes

GPS IMU (Novatel SPAN LN200) Georeferencing, trajectory

2Actual endurance can vary based on the number of passengers

and P.68 model.
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To leading order, the Stokes drift from the directional

spectrum of Fig. 3 can be inferred from

u
s
(z)5 g

ð
k

S(k)
k

v

�
2k cosh 2k(z1 h)

sinh 2kh

�
dk , (1)

where the wavenumber k5 jkj is in the range

[kl # k#kc], z is the vertical coordinate, h is the water

depth,v is the radian frequency computed from the linear

dispersion relationship, and S(k) is the wavenumber

directional spectrum of the surface displacement

(Kenyon 1969). Note that, in general, the wave spec-

trum is not symmetric relative to one direction, and

that the exponential structure of the orbital motion and

Stokes drift in the vertical means that the near-surface

structure and direction of the Stokes drift may often be

dominated by the higher wavenumbers. This places

particular emphasis on our ability to measure the

high-wavenumber part of the spectrum. This is illus-

trated in Fig. 4, where the differences in Stokes drift

inferred by the directional spectrum in Fig. 3 when the

high-wavenumber cutoffkc varies from10 to 0.05 radm21

(wavelength l ranging from 0.6 to 125m) are shown.

MASS also includes a collocated, synchronized high-

resolution infrared and visible video, providing the rare

ability to couple the evolution of the wave field with

surface kinematics and breaking. Figure 5 shows sample

georeferenced images of a breaking wave in the visible

and infrared (8–9.2mm) bands collected during a flight

in the Gulf of Mexico on 18 October 2011, shortly after

the passage of a cold front. The wind speed measured

at a nearby NDBC buoy (station 42040) was 12m s21

with a significant wave height Hs of 3.1m. Note that the

foam is colder (blue) due to rapid cooling (Tw 2Ta ’
88C, where Tw is the water temperature and Ta is the

atmospheric temperature collected at the nearbyNDBC

FIG. 2. MASS installed on a Partenavia P.68 aircraft during the RIVET experiment, New

River Inlet, in May 2012. (left) Operator in-flight display, (top right) MASS installed in the

P.68, and (bottom right) view of MASS from below the aircraft.

TABLE 2. Lidar system nominal performances. These values require the lidar to be set at a 400-kHz pulse repetition rate. The aircraft

speed was set to 100 kt.

Altitude ASL/AGL (m) Max swath width (m)

Optimal spatial resolution

along/crossa (m)

Beam footprint

[diameter (m)] Horizontal spatial resolution (m)

100 116 0.25/0.08 0.05 0.04

300 352 0.25/0.25 0.15 0.10

500 580 0.32/0.32 0.25 0.16

1000 1161 0.45/0.45 0.5 0.32

1500 1730 0.55/0.55 0.75 0.48

a The ‘‘optimal’’ spatial resolution is obtained by reducing the lidar scanning rate to get comparable along- and cross-track spatial

resolution.
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buoy), while the active breaker is warmer (red) by dis-

rupting the surface cool skin layer and bringing warmer

water from below. Also shown is a perspective view of

the sea surface elevation for the same breaking wave

color-coded for World Geodetic System 1984 (WGS84)

datum height. The lower panel shows the profile of the

transect across the breaking wave (A–B) marked in the

georeferenced visible image.

b. The Gulf of Mexico experiment

From 17 to 31 October 2011, we had the opportunity to

conduct airborne measurements using MASS and the

aircraft shown in Fig. 1 to study wave–current interaction

across the northern edge of the Loop Current in the Gulf

of Mexico: the Gulf of Mexico 2011 experiment

(GoM2011). Flight operationswere based at JackEdwards

Airport, Gulf Shores, Alabama (308–17.3783338N/0878–
40.3066678W). During that period there were several sat-

ellite altimeter overpasses in close proximity to our base,

and we took the opportunity to conduct flights along one

satellite track to ‘‘coincide’’ with the satellite. Since an

aircraft leg along this track lasted approximately 1–1.5h,

coincident here means within 60.5–0.75h.

Figure 6 shows the Jason-1 descending track and air-

craft track that was flown on 30 October 2011, on a

bathymetric map of the northeastern Gulf of Mexico at

approximately 4-km resolution (NASA 2008). The sec-

ond panel of the figure, showing sea surface temperature

(SST) collected from the Terra satellite (NASA 2014)

10 h prior to the flight and the Jason-1 overflight, also

shows that the northern edge of warmer water of the

Loop Current was approximately 200km from base.

FIG. 3. (right)Directional wavenumber spectrum from the sea surface topography recorded at 150mMSLusingMASSon 15Nov 2013 off

San Clemente Island during the ONR Southern California 2013 (SOCAL2013) experiment at 2008 UTC. These data give spectra down to

wavelengths of 0.5m. (left) Corresponding omnidirectional wavenumber spectrum. Note the 25/2 and 23 spectral slopes, and the almost

three-decade bandwidth of the data.

FIG. 4. Evolution of magnitude of the Stokes drift profile com-

puted from the directional wavenumber spectrum from the sea

surface topography shown in Fig. 3 for a range of cutoff wave-

numbers kc. Note the sensitivity to the cutoff in the upper 10m.
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With a round-trip transit of approximately 2 h from Jack

EdwardsAirport, this left approximately 2.5 h on station

in the vicinity of the current boundary.

c. Surface-wave processes andmodulations across the
Loop Current front

As shown in Fig. 6, the southern end of the flight track

on 30 October 2011 extends into the warmer waters of

the Loop Current with the Loop Current boundary at

approximately 28.18N.

During this flight the dominant wind waves were

propagating toward the southwest, thus meeting an op-

posing current near the northern boundary of the Loop

Current. The opposing current can be assumed from the

general structure and dynamics of the current; however,

the MASS infrared imager presents an opportunity to

actually measure the current, assuming the temperature

patterns on the surface are coherent over a sufficiently

long time Dt for their displacement to be measured.

Using optical flow techniques (Liu 2009) to track the

FIG. 5. Sample georeferenced images of a breaking wave in the (top left) visible and (top right) infrared (8–9.2mm) bands during

GoM2011. (bottom left) Note that the foam is colder (blue) due to rapid cooling (Twater2Tatm’ 88C), while the active breaker is warmer

(red), disrupting the surface skin layer and bringingwarmerwater frombelow. (bottom right)Also shown is a perspective view of the (top)

sea surface elevation for the same breaking wave color-coded for WGS84 height; (bottom) the profile of the transect A–B marked in the

georeferenced visible image.
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temperature patterns at the surface of the ocean over Dt
in the range of 3–7 s, depending on flight altitude, hori-

zontal surface velocities were measured along the flight

track and are shown in Fig. 7. While we have no direct

way of confirming these measurements, they are not

inconsistent with independent coupled models of the

Gulf of Mexico (B. Cornuelle 2015, personal commu-

nication). In that context, it should be noted that while

the IR imagery here shows that the thermal surface

boundary of the current is very sharp over scales of O

(10)m, the available regional numerical models of the

dynamics are resolved at scales of O(1) km.

From geometrical optics and wave action conserva-

tion (Mei et al. 2005), under these conditions we would

expect to see an increase in wave amplitude and slope

as the waves propagate through the gradient in the

current. The SST measured along track and across

the Loop Current boundary is shown, along with the

omnidirectional wave spectra color-coded by the tem-

perature. The spectral density near the peak of the

spectrum increases by 50%–70%as thewaves propagate

southwestward into the opposing current (i.e., from

cold to warmer water), while the significant wave

height (SWH) in this region increases by 20%–25%

(see the vertical arrow in Fig. 12), qualitatively con-

sistent with the theory.

The steepening of the waves due to wave–current in-

teraction can lead to wave breaking, the kinematics and

statistics of which have been measured using visible

imagery from aircraft (Kleiss and Melville 2010, 2011;

Melville and Matusov 2002; Romero et al. 2012) and

from the Research Platform (R/P) Floating Instrument

Platform (FLIP) using both visible and IR imagery

(Sutherland andMelville 2013). InGoM2011MASSwas

able to measure breaking using a combination of the

lidar data with the visible and IR imagery. Figure 5

FIG. 6. Map of the northern Gulf of Mexico showing backgrounds of (a) bathymetry and

(b) SST estimated from Terra level 3 daily product (8C) on 30 Oct 2011, 10 h prior to the

airborne survey conducted the same day, with the aircraft flight track for that day shown in both

images in red. Note that in (a) the Jason-1 altimeter ground track was also flown by the aircraft

that day, permitting a direct comparison of the lidar-measured SSH with the Jason-1 mea-

surements, coincident within 61.5 h. The blue dots in (b) represent the closest NDBC buoys

equipped with wave and atmospheric instrumentation operational during the field study.
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shows such an example of a breaker, identifying differ-

ent thermal structure across the warmer actively

breaking front when compared to the cooler decaying

foam in the wake of the breaker. It also shows that we

can resolve the geometrical structure of the wave during

active breaking. In Fig. 8, a composite infrared and

visible image shows the enhanced breaking occurring

on the warmer side of a temperature front consistent

with the steepening of the wave field at the northern

edge of the LC.

The local thermal structure and sharpness of a tem-

perature front at the northern edge of the Loop Current

shown in Fig. 9a also reveals almost linear streaks ap-

proximately aligned with the wind. These structures,

which have been seen previously in IR imagery of the

sea surface (Marmorino et al. 2008), we believe are the

surface signatures of Langmuir turbulence. With com-

plementary in situ data to measure the temperature and

velocity structure of the upper mixed layer, airborne

measurements of both the wave field (including the

FIG. 7. SST estimated from Terra level 3 daily product (8C) on 30 Oct 2011, 10 h prior to the

airborne survey conducted the same day. The flight track is shown in blue. The average surface

velocities derived from the thermal imagery are shown as vectors along the flight track (red,

positive easterly velocity; black, negative easterly velocity). Note the sharp change in surface

velocities as the aircraft went across the Loop Current front.

FIG. 8. Composite georeferenced image of the infrared and high-resolution imagery products

collected from MASS in the Gulf of Mexico on 30 Oct 2011 during the crossing of a sharp

temperature front at the northern edge of the Loop Current. Note the enhanced wave breaking

(small white features) on the southern, warmer side of the temperature front.
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inferred Stokes drift) and the surface temperature field

will prove important in remote sensing of these upper-

ocean processes.

d. SSHA from airborne and satellite altimetry

TheMASS lidar altimetry data from the flight shown in

Fig. 6 were averaged across the swath width (250–500m

depending on flight altitude) and were corrected for solar

and lunar ocean tides using the FES2004 model of the

solid earth tides (McCarthy and Petit 2004), the pole

tides, and other tidal loading corrections (FES2004).

With these corrections the comparison between the

Jason-1 SSH and SSH anomaly (SSHA) are shown in

Fig. 10 over the part of the track extending from lati-

tudes of approximately 288 to 29.758N, with the lidar

data averaged over a Dlat5 0.058. At this resolution the

rms error between the satellite and lidar data is a few

centimeters. However, as shown in Fig. 11, when the

lidar data are averaged over a Dlat 5 0.0058, it becomes

apparent that improved agreement between the two sets

of data is achieved, implying that the lower-resolution

data are not sufficient to include the higher-wavenumber

signals in the SSHA. A brief consideration of the ba-

thymetry under the flight track (also shown in Fig. 11)

suggests that these data may include the surface signa-

tures of internal waves generated on the continental slope

(Helfrich andMelville 2006), although we have no in situ

measurements to confirm this hypothesis.

The comparison of the SWH (4 3 rms surface dis-

placement) measured by Jason-1 and the lidar is also

shown in Fig. 12. Generally, the differences are less than

10 cm with the largest being in the range of 20–25 cm

within approximately 50 km of the coast.

e. Hyperspectral imagery of the ocean surface and
nearshore transport

The hyperspectral imager in MASS permits the

measurement of the near-surface concentration of

FIG. 9. (a) SST imagery of the northern edge of the Loop Current on 30 Oct 2011. Note the linear features aligned in the northeast–

southwest direction. These are believed to be the surface signatures of Langmuir circulation (or Langmuir turbulence) that are ap-

proximately aligned with the wind and the direction of dominant wave propagation. (b),(c) Evolution of the omnidirectional wavenumber

spectrum as the aircraft flew across the LoopCurrent. The color scale represents the average SSTover the length of thewave record (4 km)

used in the spectral analysis, also shown as a function of latitude in (b).
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phytoplankton pigments, such as chlorophyll-a (Chl-a),

which is an index of phytoplankton biomass. Chl-a is

associated with ocean productivity through photosyn-

thesis by phytoplankton in the near-surface layer of

the ocean (O’Reilly et al. 1998). While Chl-a is com-

mon in most phytoplankton, other pigments can be

used to identify different phytoplankton species or

functional groups. Differentiating between phyto-

plankton groups and/or size classes is important as

these groups have different characteristics that affect

their impact on the global carbon cycle, the biological

pump, and trophic interactions. Detecting phyto-

plankton functional groups (PFTs) from space is

therefore a major challenge for new and planned

satellite sensors (Bracher et al. 2015). Figure 13

shows MASS hyperspectral imagery of La Jolla Bay,

California, coastal waters near Scripps Pier during

a red tide event that was caused by high concentra-

tions of a dinoflagellate Lingulodinium polyedrum.

Lingulodinium blooms are known to occur in this area

and have high absorption in the ultraviolet part of the

spectrum (Kahru and Mitchell 1998) due to the pres-

ence of mycosporine-like amino acids. The planned

next-generation NASA ocean missions Pre-Aerosol,

Clouds, and Ocean Ecosystem (PACE) and Hyper-

spectral Infrared Imager (HyspIRI) will have close

to hyperspectral characteristics with 5–10-nm resolu-

tion but with lower spatial resolution. MASS images

show highly resolved spatial and spectral features that

are not possible to obtain with current spaceborne

instruments. Data were collected over 246 bands (407–

985 nm) with a spatial resolution of 0.5–2m. The inset

shows the spectra at locations A and B on the aerial

image, demonstrating the influence of the dinofla-

gellates on hyperspectral reflectance. The drastic

change in reflectance spectra depending on the con-

centration of dinoflagellates demonstrates the value of

hyperspectral measurements. However, a spaceborne

sensor with ground resolution of about 1 km will not

be able to resolve the small-scale features and will

have smeared spectra. Note the large changes in the

spectra over scales of O(100)m and less. The impli-

cation of these data is that in conducting physical–

biogeochemical modeling of red tides and related

processes of intermittent phytoplankton blooms,

subgrid-scale modeling will be required to account for

these very small-scale processes that ultimately pro-

ceed at the molecular scale. Datasets like those shown

in Fig. 13 will be valuable for algorithm development

and interpretation of lower-resolution images from

spaceborne sensors.

In addition to monitoring ocean biology, the

hyperspectral imager has also been used to trace dyes

in experiments on transport in nearshore flows.

Figure 14 shows a sequence of images of the along-

shore transport and dispersion of a fluorescent dye

(rhodamine WT) introduced at the mouth of the New

River Inlet in May 2012 (Clark et al. 2014). It is shown

as the surface concentration of the dye through mea-

surements over the 530–610-nm range of the imager.

FIG. 10. SSH, SSHA vs latitude (8N) measured from Jason-1 satellite altimeter, and the MASS

lidar. The dashed rectangle shows the location of the subset of data plotted in Fig. 11.
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These data were favorably compared with in situ

measurements made from a personal watercraft. With

the impact of coastal pollution on the ecology and the

economics of the coastal environment through the

closing of beaches, the ability to use airborne mea-

surements to test coastal models and rapidly track

pollution is a very useful application of MASS. The

ability to combine the dye measurements with wave

and current measurements of the kind described

above will contribute to advancing our understanding

of nearshore processes.

4. Applications in the terrestrial and built
environment

There are numerous applications for MASS-like

multi-instrument systems in the terrestrial and built

environment and their full coverage is beyond this pa-

per; however, we have usedMASS, and a similar system,

to undertake exploratory studies in the areas of snow-

pack measurement and urban remote sensing.

a. Sierra Nevada snowpack measurements

Lidar is increasingly recognized as an important tool

for addressing some of the challenges in measuring the

hydrological cycle and water-related infrastructure. Li-

dar surveys can be an invaluable tool to augment tra-

ditional point measurements. In California, applications

include watershed flood monitoring, the state of the

aging and failing levees along the major rivers and in the

Sacramento–San Joaquin Rivers delta estuary, and

quantifying and understanding the storage and melt of

water in the snowpack. In spring 2011, a combination of

FIG. 12. Comparison of SWH measured by Jason-1 and the

MASS lidar. The largest differences occur within 50 km of the Gulf

Coast at the right of the figure. Note that the vertical arrow marks

the region of the northern frontal boundary of the Loop Current

showing an increase in the SWH as the dominant waves propagate

from the northeast across the front (see Fig. 9).

FIG. 11. (a) SSHAestimated from theMASS lidar for two averaging lengths, 0.058 and 0.0058.
(b) Bathymetry under the flight track. Note the presence of surface signatures of lengths 5–

10 km north of the break in the shelf.
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airborne and terrestrial lidars was used to observe the

spatially complex and temporally dynamic structure of

snow depth within the American River watershed of the

central Sierra Nevada region.

Flights during snow-laden and bare-ground periods

were carried out using the MASS airborne lidar system.

The experimental flights were made at approximately

1000m above ground level, obtaining lidar swath widths

of approximately 1000m in a star flight pattern that

covered a swath of approximately 50 km long by 1.5 km

wide in both the west–east and north–south directions

centered above the Central Sierra Snow Laboratory

(CSSL) at the crest of the Sierra Nevada in Donner Pass

near Truckee, California, along the Interstate 80 corri-

dor. The airborne lidar observations achieved sample

horizontal resolutions of 1–1.5m with expected vertical

positions accurate to 5 cm or less.

Complementing the airborne lidar surveys, a terres-

trial scanning lidar was installed at the CSSL approxi-

mately 2 kmwest of Donner Pass (Fig. 15). This portable

system, a Riegl Q240i, was installed to continuously

monitor a snow-covered landscape from the CSSL

over a several-day period that straddled the airborne

lidar survey on 12 May 2011. The lidar was mounted in

the CSSL facility looking out a window overlooking the

adjacentmeadow and forested area. It scanned a vertical

arc of 6408 for 40 s within a 508 angle sweep at 1/28 in-
crements every 100min. The resulting observations

provided a record of the snow surface near the CSSL

from 7 to 22 May 2011. The lidar recorded snow accu-

mulations of approximately 40 cm between 14 and

18 May but, in general, these 3 weeks were a period of

declining snow depth that resulted in approximately

10 cm of snow surface decline per day. The lidar obser-

vations were in close agreement with nearby measure-

ments of snow depth from an acoustic snow sensor.

b. The built environment

There is great interest in the radiative and thermal

properties of the built environment in order to un-

derstand the urban heat island effect. Generally, the

albedo of the urban fabric is smaller than that of the

surrounding natural area. This has diverse impacts,

ranging from the accelerated aging of road pavements

and roofs to heating of the urban atmospheric bound-

ary layer that reduces human comfort and increases

building cooling energy use. Large-scale albedo and

surface temperature changes can be resolved by satel-

lites, but MASS overflights generate building-resolving

products over a wide range of wavelengths. Figure 16c

shows strong variations in the spectral reflectance be-

tween grass and concrete, suggesting that narrow

single-spectral-band measurements are not sufficient

for accurate albedo measurements. Such data could

also be used to analyze the aging of reflective roof

coatings or dirt built up on solar photovoltaic panels.

FIG. 13. Aerial hyperspectral imagery of the La Jolla coastal waters during a red tide event (dinoflagellate bloom). Data were typically

collected over 246 bands (407–985 nm) with spatial resolution of 0.5–2m. The inset shows the spectra at A and B.
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Reflective roof coatings are designed to be highly

reflective across the solar spectrum, but aging due

to UV irradiation and pollution significantly re-

duces reflectivity in the aged state. Modelers will also

appreciate the richness of MASS data for auto-

mated land-cover classification, and digital elevation

model and vegetation representation (Figs. 16b,d)

for building-resolving urban fluid flow, thermal ra-

diation, and dispersion simulations.

5. Discussion

This survey of airborne measurements, using the suite

of instruments included in MASS, demonstrates that

FIG. 15. Snow elevationmeasurements at the CSSL in the Sierra Nevada during winter 2010/11 using terrestrial and

airborne lidar (Riegl Q240i and Q680i, respectively).

FIG. 14. Example of aerial hyperspectral imagery of rhodamineWT dye released at the mouth of NewRiver inlet collected on 7May 2012

during the ONR RIVET DRI, shown as estimated dye concentration (ppb). (From Clark et al. 2014.)
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they can be important tools for broadband micro- to

mesoscale measurements of ocean surface processes.

Airborne lidar-based altimetry and supporting visible

and IR imaging can be used tomeasure processes having

response times much shorter than the typical repeat

cycle of satellite altimetry. Being portable for de-

ployment on a variety of aircraft makes MASS amena-

ble for use in rapid-response applications (e.g., storm

surges, extreme waves, hurricanes, tsunamis, floods,

avalanches, and mudslides).

Furthermore, MASS-type systems can play a significant

role in satellitemission and instrument design, and in testing

and calibration–validation of satellite remote sensing in-

struments over a range of electromagnetic wavelengths and

phenomena, including physical, chemical, and biological

processes. For example, it is expected that such systems

could significantly complement the development and testing

phases of the Surface Water and Ocean Topography

(SWOT) mission of CNES and NASA.

More specifically, the data presented here clearly

show that the surface wave field is modulated by surface

current gradients, as is to be expected from geometrical

optics or Wentzel–Kramers–Brillouin (WKB) theory.

This has important implications for high-resolution

satellite remote sensing of sea surface topography as it

approaches the scales of surface-wave effects.

The applications in hydrology and studies of the built

environment are only touched on here, but they give

some sense of the breadth of uses ofMASS, its precision,

and resolution for use in those fields.

It must be emphasized that this is a technology paper,

so while we have presented many examples of the uses

of MASS, we have not gone into great detail on the

physical processes underlying the measurements. This

will be left to scientific papers.
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FIG. 16. (a) Composite red–green–blue (RGB) image (red: 632.03 nm; green: 533.86 nm; blue: 465.12 nm) of part of the University of

California, San Diego (UCSD), campus collected from the MASS hyperspectral imager on 26 Sep 2014. (b) Detected vegetation using

standard spectral angle mapper (SAM) classification, matching the vegetation spectrum at point A in (a). (c) Spectra of points A (grass)

and B (sidewalk) in (a). (d) Perspective view, with color-coded elevation, of the same area of the UCSD campus collected from theMASS

topographic lidar during the same flight.
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