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ABSTRACT

Visible sea surface images are analyzed to determine the distribution of the average length of breaking

crests per unit sea surface area per unit speed increment L(c). The L(c) distribution offers a scale-dependent

description of wave breaking that is valuable for understanding wave energy dissipation, momentum flux from

the wave field to the surface currents, and air–sea fluxes of gas and sea salt aerosols. Two independent pro-

cessing techniques for determining L(c) from video images are implemented. In particular, the importance of

the definition of the velocity of a breaking event is considered, as a single value, as a function of time, or as

a function of space and time. The velocity can furthermore be defined as the full translational velocity or as the

velocity normal to the breaking front. The L(c) distributions resulting from various definitions of velocity,

sensitivity to thresholds, observational resolution, and the effect of surface currents and long wave orbital

velocity are presented. The appropriateness and limitations of the comparison of the first moment of L(c) with

the breaking rate are discussed. Two previous field observations of L(c) give qualitatively different results:

Melville and Matusov found an exponential form for L(c), whereas Gemmrich et al. obtained a function that

peaks at intermediate speeds and is up to an order of magnitude higher than that of Melville and Matusov.

Both results can qualitatively be reproduced using the current dataset by employing the definitions of

breaking velocity used in the previous studies. The authors argue that the current optimal interpretation of

breaking speed resolves the breaking velocity as a function of both space and time and considers the velocity

orthogonal to the breaking crest.

1. Introduction

Wave breaking plays an important role at the air–sea

interface, transferring momentum from the wave field to

surface currents, dissipating wave energy, injecting bub-

bles into the upper ocean, and producing sea spray and

marine aerosols (Melville 1996). A better understanding

of the occurrence and rate of wave breaking under vari-

ous environmental conditions would improve our current

understanding of these processes at the air–sea interface.

In particular, a measure of the kinematics of the breaking

waves would be useful for a more detailed description of

wave energy dissipation, momentum, and gas transfer.

In 1985, Phillips proposed a statistical measure of

wave breaking, L(c), such that L(c) dc is the average total

length per unit sea surface area of breaking fronts that

have velocities in the range of c to c 1 dc. In the follow-

ing discussion, c 5 (c, u) is the breaking velocity, with

magnitude c and direction u. It follows that the distri-

bution of breaking lengths according to their speed of

breaking is L(c) 5
Ð

L(c, u)c du.

Phillips showed that the first moment of L(c) can be

related to the rate of breaking at a fixed location on the

sea surface:

R 5

ð
cL(c) dc, (1)

where R is the passage rate of breakers past a given point

at the sea surface or, equivalently, the fraction of the sea

surface that is ‘‘turned over’’ by wave breaking per unit

time, with units of inverse seconds. Phillips also related the

whitecap coverage W, the fraction of the sea surface cov-

ered with bubbles from wave breaking, to L(c), dependent

upon the time T that bubbles persist on the sea surface:

W 5

ð
cTL(c) dc. (2)

Special care needs to be taken in distinguishing between

active whitecap coverage WA, which is the fraction of the
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surface covered with foam patches associated with ac-

tively breaking crests, and old foam coverage WB, which

is the fraction of the surface covered with residual bub-

ble patches and streaks (see Bondur and Sharkov 1982;

Monahan 1993).

Incorporating the laboratory measurements of Duncan

(1981) describing the self-similarity of quasi-steady wave

breaking produced by a towed hydrofoil, Phillips also

related the fifth moment of L(c) to the average rate of

energy loss per unit area by breakers with speeds be-

tween c and c 1 dc:

�(c) dc 5 brg�1c5L(c) dc, (3)

where g is gravitational acceleration and b is a breaking

strength parameter that Duncan estimated to be a con-

stant approximately equal to 0.06. The c5 scaling for the

quasi-steady breaking of Duncan’s experiments may

be anticipated by the expression for the wave-making

power of a cylinder (Lighthill 1978, p. 459), as well as

geometrical and inertial arguments presented in Melville

(1994), Phillips et al. (2001), Banner and Peirson (2007),

and Drazen et al. (2008). These studies on unsteady

breaking show that b is not a constant but may depend

on the rate of focusing of the local energy density or on

the steepness of the wave that is breaking. The spectral

distribution of the mean momentum flux transferred

from the wave field to the surface currents via wave

breaking is given by

t(c) dc 5
c

c2
�(c). (4)

From Eqs. (3) and (4), the momentum flux component in

the direction of the wind can be written as

t(c) 5 br cos(u)g�1c4L(c) dc, (5)

where u is the angle between the wind and the waves.

Field observations of wave breaking are difficult. The

intermittent nature of breaking as well as the rough

conditions that frequently accompany breaking makes

in situ observations challenging. The quantity L(c) can

be calculated from remote measurements of the sea sur-

face using video imagery that resolves the patches of foam

due to breaking (Melville and Matusov 2002; Gemmrich

et al. 2008; Thomson and Jessup 2009), radar measure-

ments of backscattered sea spikes (Phillips et al. 2001), or

infrared imagery of the surface temperature indicative of

breaking microscale waves (Jessup and Phadnis 2005).

Field and laboratory measurements of L(c) have dis-

played a rather wide range of results. Figure 1 shows

a selection of published observations of L(c) to date.

Phillips et al. (2001) used radar backscatter, ‘‘sea spikes,’’

to measure the speed of breaking events. They inferred

the length of breaking from the distance traveled by the

breaking wave (Thorpe and Hall 1983), and assumed that

the direction of breaking was closely aligned with the wind

direction. Because of these strong assumptions, their mea-

surement of L(c) is not a direct measurement but rather

an inferred result. Their measurements were taken in winds

of 9.3 m s21 in a well-developed wave field.

Melville and Matusov (2002) analyzed visible video

images of the sea surface from an aircraft with surface

wind speeds of 7.2, 9.8, and 13.6 m s21. At a flight alti-

tude of 450 m, the image size was approximately 400 m 3

250 m, with approximately 0.6-m pixel resolution. Active

whitecaps were identified using a brightness threshold,

and the condition that the area of the whitecap was in-

creasing. Each breaking event was tracked, and the ve-

locity of the contour was determined using a method

similar to particle imaging velocimetry (PIV; Raffel et al.

2007). Based on laboratory dye studies of the kinematics

of breaking (Rapp and Melville 1990), the apparent mo-

tion of the bubble patches due to the aircraft motion was

accounted for by assuming the rear of the turbulent patch

produced by breaking was stationary to leading order.

They also validated their results against a conceptual

model relating the change in foam patch area to the length

and time scales of breaking.

Jessup and Phadnis (2005) used infrared (IR) images

of wind-driven waves in a laboratory channel to observe

the thermal signature of microscale breaking waves under

winds of 6.2, 8.1, and 9.6 m s21, with strongly forced con-

ditions. They computed L(c) with two different methods,

settling on a PIV-based method. They addressed the issue

of changing speed along the crest length of the breaking

wave, and found that including the slower moving break-

ing near the edges of the breaking crest affected the final

result of L(c).

Gemmrich et al. (2008) used images from a video

camera mounted on the research platform (R/P) Float-

ing Instrument Platform (FLIP) to obtain images of

whitecaps passing through the field of view. The wind

speed ranged from almost calm to 15 m s21, and both

developing and developed seas were encountered. The

camera covered an area of only 9 m 3 12 m with pixel

size of 0.02 m 3 0.02 m, which resolved all small-scale

whitecaps but did not always capture the full breaking

crest length of dominant breakers. They applied a thresh-

old on the image intensity difference between subse-

quent images to identify actively breaking crests. An

ellipse was fit to each actively breaking crest. The break-

ing length was determined by the major axis of each el-

lipse, and the breaking speed by the translation of the

ellipse centroid. Each tracked breaking event was assigned

a duration of breaking, a length of breaking equal to the

maximum ellipse length, and a speed of breaking equal to
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the mean of the highest one-third of the speeds within the

record, c1/3, resulting in a distribution L(c). They did not

explain their choice of c1/3 as a characteristic speed of the

breaker. Gemmrich et al. found that the youngest seas

showed the greatest amount of breaking near the spectral

peak phase speed cp, and all of their results show that L(c)

has a maximum around 0.2cp–0.4cp.

Thomson and Jessup (2009) captured video images of

the sea surface from a camera mounted 10 m above the

water surface on the research vessel (R/V) Henderson in

Lake Washington under short-fetch (7 km), young-sea

(cp/U10 5 0.35–0.45) conditions. Three case examples

with winds of 6.7, 8.5, and 12.5 m s21 were analyzed us-

ing a Fourier-based method to improve processing speed

and reduce noise. Thomson et al. (2009) use this method

to compare in situ observations of energy dissipation from

acoustic Doppler velocity profiles with the wave energy

dissipation estimated by L(c) [Eq. (3)] for a range of

field conditions in Lake Washington and Puget Sound.

For an equilibrium wave spectrum, Phillips [1985, his

Eq. (6.7)] predicted that

L(c, u) 5 4gb3b�1(cosu)3pu3
*gc�7, (6)

where g and b are proportionality factors between the

wave action source terms and p is related to the wave

field directional width. Integration in the azimuthal di-

rection yields

L(c) 5 4gb3b�1I(3p)u3
*gc�6, (7)

where I(3p) is the integral of cos(u)3p with limits of in-

tegration from 2p/2 to p/2 [Phillips 1985, his Eq. (3.5)].

This result is shown in Fig. 1. The lower solid diagonal

line has 4gb3I(3p) 5 0.0023, u
*

5 0.58 m s21, and b 5

0.06 (Duncan 1981). The upper diagonal line is simply the

function 10c26 shown throughout the paper for reference.

The L(c) results from the present study are shown by the

gray area in Figs. 1a and 1b, under well-developed con-

ditions (cp/U10 5 0.95), and a wind speed of 14.9 m s21.

The importance of wave breaking for ocean surface

dynamics and air–sea interaction, combined with the

utility of the L(c) statistic presented by Phillips (1985)

have motivated recent observations of L(c) in the field

and laboratory, and more observations are expected in

the near future. However, the wide range of results, in

particular the difference between Gemmrich et al. (2008)

and Melville and Matusov (2002) from video imagery,

necessitate an evaluation on the methods used. In par-

ticular, we argue that the results of Gemmrich et al.

(2008) and Melville and Matusov (2002) differ primarily

because of the method of determining the breaking front

and the definition and interpretation of the speed of

breaking.

In this paper, we examine the difficulties inherent in

analyzing images for the kinematics of breaking,

FIG. 1. Published observations of L(c) to date in (a) logarithmic and (b) linear coordinates. Field observations of

gravity waves are as follows: Phillips et al. (2001)—shown by crosses and inferred from radar backscatter; Melville

and Matusov (2002)—shown by lines with dots, for three different wind speeds; Gemmrich et al. (2008)—shown by

lines with squares, for four different sea states and winds; Thomson and Jessup (2009)—shown by dashed lines, for

three different wind speeds at short fetch. Laboratory observations of microscale waves are as follows: Jessup and

Phadnis (2005)—shown by thick lines, for three different wind speeds. The study presented here is shown by the gray

area. In (a), the straight diagonal lines show the theoretical form of L(c) from Phillips (1985) [Eq. (7) in this paper].

The lower line has b 5 0.06, u
*

5 0.58 m s21, and the numerical factor 4gb3I(3p) 5 0.0023. The upper line is the

function 10c26.
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including the effects of brightness threshold, method of

determination of the actively breaking front and the

speed of breaking, the effect of averaging the speed in

space and time, appropriate consistency checks, the ef-

fect of removing advection due to the underlying orbital

motion of long waves and surface currents, and effects of

resolution in space and time.

A single video image sequence captured from an air-

craft during the Gulf of Tehuantepec Experiment

(GOTEX) in 2004 is used to demonstrate the processing

techniques and the resulting L(c) distributions. In sec-

tion 2 we describe the experimental setup used to obtain

images of the sea surface from an aircraft, as well as ac-

companying environmental measurements. In section 3

we discuss the use of a brightness threshold to determine

the extent of contours of foam produced from wave

breaking. In section 4 the basic concepts of evaluating

L(c) from video images is presented. In section 5 the

‘‘contour method’’ to determine L(c) is presented, in

which the speed of breaking is resolved in both space and

time around the contours (perimeters) of foam patches.

The sensitivity to thresholds is addressed, as well as the

effect of averaging. In particular, section 5f presents the

limitations of using the relationship of the first moment of

L(c) to the breaking rate [Eq. (1)] as a validation tool for

the L(c) observations. In the later stages of this work, the

paper by Gemmrich et al. (2008) was published, and so for

completeness a technique similar to theirs is described in

section 6 and is compared with the contour method as well

as previous literature in sections 7 and 8g. In the discussion,

we consider other kinematic effects at the ocean surface

that may affect the observed velocity of breaking, as well

as the effect of imaging resolution on the L(c) results.

2. Experimental setup

A field experiment was undertaken in February 2004

in the Gulf of Tehuantepec, Mexico, which is known for

strong offshore wind jets through the Chivela Pass dur-

ing the wintertime (Trasviña et al. 1995; Steenburgh

et al. 1998). All data were collected from the National

Science Foundation–National Center for Atmospheric

Research (NSF–NCAR) C-130Q Hercules aircraft. The

C-130 was equipped with the standard suite of atmo-

spheric measurements as well as an integrated optical,

IR and fixed laser altimetry system, and the National

Aeronautics and Space Administration (NASA) Air-

borne Terrain Mapper (ATM) scanning lidar (Krabill

and Martin 1987; Romero and Melville 2010).

The measurements of breaking crest length and speed

were obtained from images captured by a Pulnix TM-1040

digital video camera with a Computar 16–160-mm

remotely adjustable zoom lens. The focal length was

usually set to the 16-mm stop, and the focus set to ‘,

resulting in a view angle of 318. The camera captured

1-megapixel, 8-bit grayscale images at the maximum rate

of 30 frames per second (fps), which were streamed to

a personal computer (PC) through an image-foundation-

class (IFC) 5.7 ‘‘PCdig’’ frame grabber. ‘‘Video Savant’’

software recorded the images to a redundant array of

independent disks (RAID0) of four 250-Gbyte hard

drives at a synchronized rate of either 15 or 30 fps. The

time of image capture, obtained from the computer

clock, was recorded for each image with a precision of

1 ms. The computer clock was synchronized hourly

with global positioning system (GPS) time. The actual

Dt between images had a much higher accuracy, because

it was determined by the Pulnix TM-1040s internal clock,

which ran at 40.068 MHz.

The orientation (pitch, roll, and yaw) of the camera

was determined by the Honeywell YG1854 Laseref

Special Missions (SM) inertial measurement unit (IMU)

on the C-130. The IMU was located 86 cm forward and

91 cm starboard of the video camera (Fig. 2b). Any

flexing of the aircraft over this small distance, as well as

vibrations, would not be properly captured by the IMU

and may contribute to errors in the removal of the

FIG. 2. (a) The aircraft coordinate system, showing the directions

of the xp, yp, and z axes and the orientations of positive pitch, roll,

and yaw angles. (b) The locations of the instrumentation on the

C-130.
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aircraft motion from the image sequences.1 The camera

position was determined from the differential GPS as-

sociated with the ATM. The antenna was on the top of

the aircraft, 3.75 m above and 1.6 m aft of the video

camera (see Fig. 2b). The position was adjusted to the

camera location using the pitch, roll, and yaw of the

aircraft determined by the IMU.

The ATM scanning lidar was used to measure the

surface waves and also provided aircraft positioning

data when it was operating. The sea surface topography

measured from the ATM yielded relevant directional

spectral information about the sea state including the

spectral peak phase speed cp and the significant wave

height Hs. The wave spectra had a resolution of dk 5

0.0049 rad m21, with a noise floor cutoff of 0.35 rad m21

in the dominant wave direction (Romero and Melville

2010). In this ‘‘pilot’’ experiment the map of sea surface

height was not designed to be synchronized with the video

imagery, but the two data streams were synchronized in

postprocessing.

The wind friction velocity u
*

was calculated using

Reynolds stress decomposition (Brown et al. 1983) from

radome gust probe measurements on the aircraft at

a height of 30–50 m above sea level. The 10-m wind speed

was calculated from the friction velocity and surface

stability (Jones and Toba 2001; Romero and Melville

2010) assuming a constant stress layer. The winds were

observed when the aircraft was flying at low altitudes,

and then linearly interpolated in space to yield the wind

speed and friction velocity at the location of image ac-

quisition. The wind measurements were typically sepa-

rated from the image sequence location by approximately

50 km, or 8 min.

To insure that the camera orientation obtained from

the IMU and the position obtained from the GPS were

properly synchronized with the time of image capture,

a novel method was developed using concepts of planar

homography (Ma et al. 2004; Kleiss 2009). Planar ho-

mography relates the translation of image features to the

motion of the camera, assuming the object viewed is

planar. Time series of the translation between sequential

images, which is primarily due to aircraft motion, were

compared with the expected translation computed from

the camera’s known position and orientation. In this way

the image capture time was matched to the IMU and GPS

time to within 0.004 s. This is much less than the Dt be-

tween images of 0.033 s and the Dt used for image pro-

cessing of 0.133 s.

For the purpose of demonstrating the analysis tech-

niques, a single sequence of images is considered, with

environmental conditions given in Table 1. With an

average altitude of 378 m, the average image size was

217 m 3 215 m, and the average pixel edge size after

projection was 30 cm.

3. Selection of brightness threshold

Segmenting the images into regions containing foam,

active breaking, and no breaking is a difficult problem

because of the wide optical dynamic range of bubbles and

foam on the sea surface. Historical studies of whitecap

coverage have typically used a brightness threshold to

differentiate the breaking regions of the sea surface from

the nonbreaking background. The regions of active break-

ing have a strong signal in the image difference of two

sequential images. Two methods to compute L(c) are

presented in this paper: one uses a brightness threshold

on the full image, and the second employs a threshold on

the image difference. A full discussion of our analysis for

the brightness threshold can be found in Kleiss (2009),

and just the salient points are summarized here.

The normalized image intensity histogram is the prob-

ability density function p(i), where i is the intensity of an

image pixel. Pixel intensities have a grayscale range from

black (i 5 0) to white (i 5 1). The fraction of the image

brighter than an intensity threshold it is simply the com-

plementary cumulative distribution

W(i
t
) 5 1�

ði
t

0

p(i) di. (8)

As it increases from 0 (black) to 1 (white), W(it) de-

creases from 1 to 0. When viewed on logarithmic axes,

the function W(it) falls off rapidly (Fig. 3a). However,

when there are foam patches present, an enhancement

at higher intensities is observed, providing an indication

of the appropriate choice of brightness threshold.

TABLE 1. Mean environmental conditions for the image sequence analyzed. Fetch X, aircraft altitude Aa/c, aircraft velocity Va/c, spectral

peak phase speed cp, significant wave height Hs, 10-m wind speed U10, friction velocity u
*

, wind direction ud, wave age cp/U10, number of

images N, frames per second (fps), and total (nonoverlapping images) sea surface sampled As.

X Aa/c Va/c cp Hs U10 u
*

ud cp/U10 N fps As

(km) (m) (m s21) (m s21) (m) (m s21) (m s21) (8) — — s21 km2

404–438 378 130 14.1 4.0 14.9 0.65 219 0.95 4059 15 7.2

1 A separate IMU rigidly mounted with the camera malfunc-

tioned and was not available for most of the experiment.
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Figure 3a shows the function W(it) for a sample image

(solid line), and a portion of that image is shown in

Figs. 3c and 3d. The image sample contains an actively

breaking whitecap (the crescent shape in the lower right

quadrant), recent old foam (bright speckled patches),

and older residual foam (dim patch to the left of the

crescent, for example). The solid W(it) curve does not go

to zero at it 5 1 because some pixels were saturated at

i 5 1, indicating a brightness beyond the dynamical range

of the digital camera. In Fig. 3a the W(it) distribution is

also shown for an image containing no breaking (dashed

line). Since the lighting conditions are different for the

two images, the nonbreaking image has been adjusted

so the mean and variance of the darkest 95% of the two

images are equal for the purpose of comparison in Fig. 3a.

The sensitivity of whitecap coverage on brightness in-

tensity can be gauged from the function W(it), shown in

Fig. 3a. A brightness threshold near the yellow dot, at

it 5 0.22, corresponds to a whitecap coverage fraction

of 0.036. Reducing the threshold by a factor of 2 results

in whitecap coverage of 0.25, which is nearly an order-of-

magnitude increase. Alternatively, doubling the threshold

reduces the whitecap coverage to 0.13—reduction by

a factor of 3.

An estimate of the curvature of W(it) is calculated

by defining L(it)5 ln[W(it)] as the natural logarithm of

W(it), and taking the second derivative of L(it) with re-

spect to it, as shown in Fig. 3b. The function is smoothed

with a 10-point triangular window before taking each

derivative to reduce noise.

The peak in curvature, given by the red dot in Figs. 3a

and 3b, initially appears to be a good choice for the

brightness threshold. The resulting foam perimeters,

shown in red in Fig. 3d, appear to capture the foam extent

FIG. 3. Determination of the brightness threshold from the image histogram. (a) Whitecap

coverage as a function of brightness threshold W(it) for a sample image. The dashed line shows

W(it) for a different image (not shown) that contains no breaking and has been adjusted so that

the mean and variance of the darkest 95% of the image matches that of the sample image. (b)

The second derivative of L(it), where L(it) 5 ln[W(it)]. The yellow circle marks the end of the

region of positive curvature, which is determined to be our brightness threshold. The red circle

marks the peak curvature. (c) A portion of the sample image containing both actively breaking

whitecaps and old foam patches. (d) The same image, with contours drawn at brightness in-

tensities corresponding to the peak curvature (red), and the end of the region of positive

curvature (yellow). Images (c) and (d) are 41.5 m wide 3 46 m high.
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well. However, a cluster of ‘‘false positives’’ is found in the

upper-left corner of Fig. 3d that does not appear to consist

of actual foam patches. It was found that increasing the

brightness threshold it to the end of the region of positive

curvature, as shown by the yellow dot in Figs. 3a and 3b

and the yellow perimeters in Fig. 3d, avoided inclusion

of the nonbreaking sea surface. From examination of

images from the entire campaign, we chose the end of

the region of positive curvature as the point that first

falls below 20% of the peak value. Moving this cutoff

closer to the peak curvature included more residual

foam and streaks but also more falsely identified bright

patches. A cutoff closer to the peak curvature may be

appropriate for images captured under cloudy or diffuse

lighting conditions. The final result is a single scalar

brightness intensity threshold it for each image. Se-

quential images can be combined into a single image

brightness histogram p(i) to obtain a large enough

sample to avoid erroneous results when individual im-

ages become filled with a large breaking event or contain

no foam patches.

In practice, first the mean background lighting pattern

is determined from the average of sequential images

captured under steady lighting conditions, usually 4000–

8000 images, representing roughly 2–4 min of image

capture time or 3–6 km2 of sea surface area. It was

found that removal of the mean background lighting by

pixelwise division collapsed the corrected image bright-

ness histograms both in space and time better than pix-

elwise subtraction.2 The images corrected for mean

background lighting are saved and used for all further

processing. The image histogram p(i) is computed for

each image. To account for any temporal changes in

lighting, the mean of the darkest 2% of the pixels of each

image is computed as m(t). The histograms are shifted

such that m(t) is constant in time. Distribution W(i) is

then computed from the mean of the adjusted image

histograms [Eq. (8)], and the end of the region of cur-

vature is identified as it. The final brightness threshold is

the mean value it plus the value of the temporal offset

m(t), resulting in a brightness threshold for each image.

For the image sequence analyzed in this paper, the mean

brightness intensity of all images it was found to be 0.45,

and it varied in time from 0.42 to 0.48.

To evaluate the automatic brightness threshold, 10

volunteers manually determined the brightness thresh-

old for 82 images sampled from diverse lighting and

sea state conditions in the GOTEX experiment. The

manually determined thresholds were generally cen-

tered around the automatic threshold, within a range of

60.12. This large range attests to the fundamental dif-

ficulty of using a single brightness threshold to differ-

entiate breaking waves and foam patches from the

unbroken sea surface. The L(c) processing was repeated

for values of the brightness threshold within this range,

and for two values well outside this range, to fully ex-

plore the sensitivity of the L(c) distribution to the choice

of brightness threshold.

In the process of this work, other studies noted a

similar pattern in the W(it) function, and also used it to

determine a brightness threshold. Sugihara et al. (2007)

determined the brightness threshold from the region of

W(it) that was roughly constant. The GOTEX data did

not indicate a region where the whitecap coverage was

independent of the brightness threshold (e.g., Fig. 3a).

Mironov and Dulov (2008) found that the dark end of

the image intensity distribution followed a Gaussian dis-

tribution, after subtraction of the background image in-

tensity. Following their methods, the GOTEX data did

not show a Gaussian distribution for the darker (non-

breaking) region of the image histogram. Callaghan and

White (2009) also derived an automatic threshold selection

algorithm based on the image histogram.

4. Evaluation of L(c)

An example image containing vigorous breaking is

shown in Fig. 4 on the left, with the difference of two

images separated by 0.1333 s shown on the right. Region

A shows a patch of residual foam left from a previously

broken wave. It is not moving much, so it is barely dis-

cernible in the image difference. Region B shows a ma-

ture breaking event. The front edge of breaking is shown

by the white trace in the image difference, and note that

the rear of the foam patch (to the northeast) shows only

minor motion. The region near C shows a cluster of

actively breaking waves. The actively breaking waves

show thick white regions in the image difference where

they have rapidly advanced as well as dark crescents on

the northeastern (rear) side of the foam caused by the

forward motion of the active breaking.

Such a complicated structure as in Fig. 4 underlines the

difficulty of defining the speed and length of breaking

crests. Three definitions of breaking arise naturally:

1) In the elemental method, the speed cj(x, y, t) is de-

termined at discrete points (x, y) spaced approximately

at the image pixel resolution along the contour’s

breaking front. The elemental length of breaking

Lj(x, y, t) is the incremental distance between point

locations (Melville and Matusov 2002).

2 Any pixels that were fully saturated were left fully saturated,

because their actual brightness was beyond the dynamic range of

the image.
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2) In the temporal method, cj(t) is a single measure of the

speed of the actively breaking points along a breaking

front at each time and Lj(t) is the total breaking length

each time (Jessup and Phadnis 2005; Thomson and

Jessup 2009).

3) In the event method, cj is a single estimate of speed

for the entire breaking event and Lj is the sum of

Lj(t) (Gemmrich et al. 2008).3

The breaking direction could be considered on the scale

of the entire foam patch, which may be dominated by

translation of the foam patch (as in event C; Fig. 4), or on

a local scale, which would necessitate that the breaking

direction be perpendicular to the foam patch. We denote

these translational and normal velocities, respectively

(see Kleiss 2009, Fig. 2.6).

For all three averaging interpretations, L(c, u) is com-

puted as

L(c, u) 5
1

A
TOT

cDcDu
�

j
L

j
jc� Dc

2
, c

j
, c 1

Dc

2
,

�

u� Du

2
, u

j
, u 1

Du

2

�
(9)

for all points tagged as actively breaking. Note that

ATOT is the total area of all overlapping images con-

sidered4 and differs from the total (nonoverlapping)

sea surface covered. The Lj and cj are the length and

speed of breaking for a given segment, observation, or

event, and Dc and Du are the prescribed bin width for

the L(c) statistic. The omnidirectional L(c) is found

either by

L(c) 5
1

A
TOT

Dc
�

j
L

j
jc � Dc

2
, c

j
, c 1

Dc

2

� �
(10)

or, equivalently, by

L(c) 5

ð
L(c, u)c du. (11)

5. Contour method

The full description of the method to project the im-

ages to an earth reference frame and extract the length

and speed of breaking from airborne images of the sea

surface is given in Kleiss (2009) and is summarized here

for convenience.

FIG. 4. (left) A sample image of the sea surface and (right) the difference of two images separated by Dt 5 0.1333 s.

Patch A is an old, advecting foam patch, B is a mature breaking event, and the region northeast of C contains young,

active, vigorous breakers.

3 Here L(c) dc represents the mean total length of breaking per

unit sea surface area. Because the sea surface area observed ATOT

is the overlapping image area containing multiple observations of

a breaking event, the event method length is the sum, rather than

the mean, of the observed lengths Lj(t).

4 A portion of each image does not overlap the sequential image

because of the translation of the aircraft and must be removed from

ATOT because the speed of breaking cannot be computed in this

region.
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To prepare the images for length and speed process-

ing, we followed three procedures: 1) The camera lens

distortion (Holland et al. 1997) was removed using the

toolbox of Bouguet (2006), 2) the mean background

lighting of the image sequence was removed by pixel-

wise division, and 3) the images were projected to an

earth-centric coordinate system using the camera posi-

tion and orientation at the time of each image.

To estimate the error in the earth-referenced images,

each research flight day included at least one passage

over the airport runway and ramp, at an aircraft altitude

of approximately 500 m. The gridded lines on the tar-

mac served as a stationary test object. It was found that

stationary objects in the earth-referenced images had

a mean error (or drift) of less than 0.13 m s21, with

a standard deviation of 1 m s21 when the images are

subsampled at 7.5 Hz, as done in this analysis (Kleiss

2009). These errors will be discussed further in section 8.

a. Identifying breaking waves in the images

Foam patches are identified on the basis of a bright-

ness criterion, using the brightness threshold it as de-

scribed above. A single brightness threshold applies to

each image, but the threshold may change with time

if the image lighting is changing. Connected pixels with

brightness that exceed the threshold are grouped into

objects and tracked in time under the single condition

that the object edges overlap between consecutive (7.5 Hz)

images. This allows foam patches to merge or break in

time, without conditions on foam patch area, displace-

ment, or continuity. Coordinates of the foam patch

perimeters (contours) are saved to a file. Spurious sun

glitter is short lived, so contours around patches that are

tracked for less than 2/3 s are written to a different file

and are excluded from further processing. At a typical

flight altitude of 400 m, a point on the sea surface re-

mains in the field of view for 1.3–2 s. While this dwell

time is not long enough to observe the entire lifetime of

most breaking events, L(c) is a statistical description,

averaged over many breaking events. It will yield a robust

distribution, so long as there is no bias in the observation

of events.

b. Determination of breaking speed

A method based on correlation (Raffel et al. 2007)

and optical flow (Fleet 1992; Ma et al. 2004) is used to

determine the velocity field at all points around the

breaking contours. First, the peak of the cross-correlation

function of the image gradient of two images separated by

time Dt in a region centered on the contour point yields

the vector difference Dxcorr. The correlation is designed

to resolve up to a 20 m s21 velocity, which results in a

window half-size of approximately 25 pixels, which often

encompasses a large portion of the whitecap. The sec-

ond image is translated by 2Dxcorr to roughly align the

breaking edge. To resolve the motion around the foam

patch perimeter, a finescale translation is obtained using

optical flow, which tracks points of constant brightness

intensity between the two images:

Di(x, y, t)

Dt
5

›i

›t
1 u � $i 5 0, (12)

where i(x, y, t) is the image intensity as a function of

space and time, $i is the spatial image gradient of the

first image, u 5 (dx/dt, dy/dt) is the object motion in the

image, and ›i/›t is the temporal derivative of the two

images. Since the optical flow algorithm returns only

the velocity perpendicular to the foam patch contour, if

the foam patch undergoes a large translation the optical

flow velocities are poorly determined. This is why the

correlation first gives the bulk translation, and optical

flow produces the finescale velocity fluctuations around

the foam patch perimeter. The final velocity at the point

is given by Dxcorr/Dt 1 u.

c. Determination of the length of active breaking

We select the actively breaking points around the

perimeters of the foam patches using criteria on the

image intensity, speed, and morphology at that point, as

well as the evolution of the foam patch area with time

A(t). From all of the available breaking-wave data, we

found the following criteria helped to distinguish the

portion of the contour that is actively breaking from the

remainder of the contour:

1) the foam patch area is increasing,

2) the image difference i(t 1 Dt) 2 i(t) is above some

threshold id,

3) the brightness gradient $i is above some threshold ig,

4) the velocity is within p/2 of the wind direction,

5) the normal to the contour is within p/2 of the wind

direction,

6) velocity is pointing outward from the contour, and

7) the contour is convex—in other words, the local ra-

dius of curvature is directed toward brighter in-

tensity.

The first criterion considers the evolution of foam

patch area. The area may show rapid changes when foam

patches merge or break. On average, the time history of

whitecap area for breaking events appeared to be ap-

proximately parabolic. To obtain a mean description of

the area growth with time, we describe A(t) for each

breaking event as Â(t) 5 at2 1 bt 1 c and solve for a, b,

and c in a least squares sense.
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All of the subsequent criteria apply to each point

around the foam patch. Ultimately, any segment on a

contour that passes six of the seven listed criteria was

marked as actively breaking. Then the actively breaking

segments are checked for continuity in space and time,

such that all breaking points must be supported by

neighboring breaking points in both space and time.

Note that discontinuous segments around a given foam

patch contour may be tagged as actively breaking.

d. Sensitivity to thresholds of the contour method
measurement of L(c)

The contour method of processing utilizes four thresh-

old criteria, in order of importance: 1) The brightness

threshold it that identifies the extent of foam patches,

2) the threshold on the image difference id that aides

in determining the actively breaking portion of the

contour, 3) the threshold on the image gradient ig that

aides in determining the actively breaking portion of

the contour, and 4) the threshold on the length of time

the foam patch has been tracked tt that helps to distin-

guish foam patches from transient sun glitter. The effect

of the settings for these thresholds on L(c) will be dis-

cussed in this section.

To test the sensitivity of L(c) to the choice of it, id, and

ig, the thresholds were varied and L(c) was computed.

Figure 5 shows the results for L(c) when the brightness,

difference, and gradient thresholds are varied. In all

panels, the color corresponds to the mean brightness

threshold it. The optimum mean threshold it for this

image sequences is 0.45, and it is believed to be accept-

able between the range of 0.33 and 0.56. Two values of

the mean brightness threshold it well above and well

below the acceptable values are also shown with dashed

lines for comparison. Note that the color scale is not

linear. The L(c) distribution is computed using the ele-

mental, translational velocities, corrected for the un-

derlying long-wave orbital velocities.

Each of the three panels of Fig. 5 demonstrates L(c)

for a different combination of the difference and gradient

thresholds id and ig. The full seven criteria listed in section

5c are used to determine the portion of the foam con-

tour that is actively breaking. In Fig. 5a, the difference

threshold id and the gradient threshold ig are both set

to zero. This means that any segment of the contour

perimeter that has an increasing brightness in the next

frame passes the breaking criterion number 2. Since the

magnitude of the image gradient is always positive,

setting ig 5 0 essentially eliminates criterion number 3.

After attempting an algorithm-based definition and

extensive manual inspections, an acceptable value of

id in the range of 0.10–0.12 was found for all images. So

in Fig. 5b, id is set to 0.12. The brightness gradient is

sharper along the actively breaking portion of the foam

contour than the rest of the contour, although the value

changes for different breaking events. Therefore, in Fig. 5b,

ig is set uniquely for each breaking event as 1 standard

deviation above the mean brightness gradient for the

entire event. Using a dynamic threshold for ig is helpful

for resolving the breaking front of small, dim foam

patches. However, it also increases the number of falsely

identified actively breaking fronts on foam patches that are

not actually breaking.

In Fig. 5c the brightness difference and brightness

gradient thresholds are both set to constant values of

id 5 0.10 and ig 5 0.12, which were found from the dis-

tribution of the brightness difference and gradient

around the breaking contours. Constant values of the

image difference and image gradient thresholds result in

L(c) distributions that are less sensitive to the brightness

threshold it. This is because the active breaking length is

limited by the changing brightness (the white crescents

in Fig. 4b) at the location of the foam perimeter. In

particular, note that the L(c) distribution with the in-

appropriately low brightness threshold of it 5 0.21 is in

better agreement with the family of L(c) curves, despite

the fact that it includes many bright patches of the sea

surface that are not foam patches. In contrast, Fig. 5a

shows the greatest sensitivity to the brightness threshold

it. We conclude that employing breaking criteria on the

changing image brightness in space (ig) and time (id)

using a constant threshold is a preferred processing

technique.

As will be discussed below, comparison of the first

moment of L(c) with the breaking rate [Eq. (1)] can be

a helpful internal consistency check. The acceptable

range of brightness thresholds for this image sequence is

0.33–0.56, as determined by the manual validation by the

10 volunteers. This range of thresholds directly results in

a breaking rate R of 0.0035–0.0171. The L(c) distribu-

tions that have an intensity threshold it and a breaking

rate R within these acceptable ranges are shown in

Fig. 5d. The L(c) distributions appear to be insensitive

to all thresholds for the higher speeds, 5 , c , 10 m s21,

agree to within a factor of 2 and are in qualitative

agreement with Phillips’s expected power-law form of

L(c). The distributions show more uncertainty and sen-

sitivity to the thresholds for low to medium speeds, c ,

5 m s21. In this experimental setup, some of this vari-

ability is due to the vibrations in the camera motion,

estimated at 61 m s21, combined with the minimum

speed resolution of 1 pixel per Dt, or 2.25 m s21. What

is the cause of the reduced observations of slow break-

ing waves, relative to Phillips’s theoretical distribution,

and the resulting peak in the L(c) distributions? Slower

breaking waves are typically associated with shorter
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wavelengths, and smaller amplitudes. They will pre-

sumably create smaller bubble patches that will appear

more dim and short-lived in video images. In the ex-

treme, small breaking waves are not expected to gen-

erate submerged bubbles at all. The observations of

microscale breaking waves by Jessup and Phadnis (2005)

in Fig. 1a indicate that inclusion of microscale breaking

waves that have no bubble patch would result in en-

hanced values of L(c) at small speeds.

Throughout the rest of the paper, a mean brightness

threshold of 0.45, image difference threshold of 0.10, and

image gradient threshold of 0.12 were used, unless oth-

erwise noted.

e. Effect of averaging: Interpretation of L(c)

The L(c) resulting from the three averaging methods

is shown in Fig. 6a. The elemental method (thin line with

dots) shows the broadest distribution, with segments of

the breaking front surpassing the peak phase speed of

14.1 m s21 (shown by the vertical dashed line). Aver-

aging the elemental data reduces the distribution at high

and low speeds and increases the distribution near the

peak. Averaging also causes the high-speed tail of the

L(c) distribution to shrink. This is because the event-

average method returns a single speed for a breaking

event whereas the elemental method returns on the or-

der of 100 observations of speed. A larger total sea

surface area sampled would presumably lengthen the

tail of the averaged L(c) distributions.

In Fig. 6b, the L(c) resulting from the elemental

method using the full translational velocity (thin line

with dots) and the normal velocity (line with open cir-

cles), which is the component of velocity perpendicular

to the breaking front, is shown. The elemental method

using both translational and normal speeds shows

agreement for the highest speeds (c . 6 m s21), but the

FIG. 5. The sensitivity of the L(c) distribu-

tion to the thresholds used in the analysis.

Colors correspond to brightness threshold it.

The ‘‘acceptable’’ range of brightness thresh-

olds, 0.33–0.56, is shown in solid lines, and

broken lines indicate the limits of brightness

thresholds tested. Panel titles indicate the dif-

ference threshold and gradient threshold (id
and ig) used for each computation of L(c): (a)

(id, ig) 5 (0, 0); (b) id 5 0.12 and ig is set as the

mean plus 1 std dev of the brightness gradient

of each breaking event; (c) (id, ig) 5 (0.10,

0.12). The elemental L(c) is shown, with nor-

mal speeds corrected for underlying long-

wave orbital velocity and minimum breaking

duration of 2/3 s. (d) The L(c) distributions

that have a brightness threshold between 0.33

and 0.56 and a first moment between 0.0035

and 0.0171.
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perpendicular component of velocity decreases the dis-

tribution for intermediate speeds and increases it for

low speeds, c , 3 m s21. The difference primarily occurs

near the edges of the breaking waves, where the nor-

mal velocity has smaller speeds and a wider angular

distribution, indicative of the lateral growth of the

whitecap (see also the discussion below on the di-

rectional breaking distributions). We maintain that the

most accurate determination of L(c) is the elemental

method, with velocities orthogonal to the breaking

crest. If a temporal or event-averaged estimate is de-

sired, however, the translational speed is preferable to

the normal speed.

f. First moment check

As mentioned in the introduction, the first moment of

L(c) should correspond to the breaking rate R [Eq. (1)].

An estimate of the total breaking rate R can be obtained

from our image sequences either temporally or spatially.

On the one hand, many stationary points are tracked

while in our field of view. The breaking rate R is equal to

the number of points ‘‘hit’’ by a breaking wave, that is,

that transition from below to above the brightness

threshold, divided by the total time all points reside in

the images. On the other hand, R is equal to the spatial

fraction of the image that transitions from nonbreaking

to breaking, as determined by the brightness threshold,

over some time Dt. A thorough discussion of the nuances

of calculating the breaking rate is given in Kleiss (2009).

Although Eq. (1) is valid and useful, in practice both

L(c) and R depend sensitively upon a visible definition

of wave breaking involving some choice of threshold. So

this check serves as a valuable consistency check on the

processing methods rather than as physical validation of

L(c) observations. This is demonstrated in Fig. 7. The

families of L(c) distributions in the three panels of Fig. 5

are represented with circles (id 5 0 and ig 5 0) trian-

gles (id 5 0.12 and ig is set dynamically), and squares

(id 5 0.10 and ig 5 0.12). The filled symbols correspond

to the solid lines in Fig. 5, where the brightness threshold

is within the acceptable range, and open symbols cor-

respond to the dashed lines.

In Fig. 7a, the total breaking rate is determined tem-

porally from 50 000 randomly seeded points in the image

swath. The breaking rate R is directly related to the

brightness threshold it, which is shown on the top axis.

Two patterns appear in Fig. 7a. The first is the striking

agreement of the first moment of L(c) with the breaking

FIG. 6. The L(c) distribution for the three averaging methods. The vertical dashed line indicates the peak spectral

phase speed of 14.1 m s21, and the diagonal line is the function 10c26. (a) The thin, dashed, and thick lines correspond

to the elemental, temporal, and event averaged methods, respectively. Speeds are the full translational speeds from

the PIV–optical flow method. (b) The thin line is the same as in (a); the line with circles shows the elemental method

with the component of velocity perpendicular to the breaking front.
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rate for the case in which there are fewer constraints on

active breaking (circles; id 5 0 and ig 5 0). The actively

breaking portion of the foam patch perimeter is essen-

tially determined solely by the forward motion of the

foam patch. In particular, the upper open circle corre-

sponds to the unreasonably high L(c) distribution that

included many nonbreaking facets of the sea surface,

obtained with a brightness threshold of it 5 0.21. Despite

the obviously incorrect L(c) distribution, the first moment

of L(c) shows excellent agreement with the breaking rate.

This shows that agreement of the first moment of L(c)

with the breaking rate is a necessary, but not sufficient,

check on the L(c) processing. The second pattern ap-

parent in Fig. 7a is that the first moment of L(c) falls

below the total breaking rate for the cases that have

more restrictive criteria for active breaking along the

foam patch perimeter (squares and triangles). These

L(c) distributions show less sensitivity to the brightness

threshold, consistent with Figs. 5b and 5c. Manual in-

spection indicated that the difference was due largely

to advection of large, old foam patches, such as region

A in Fig. 4.

In the GOTEX image sequences the total breaking

rate included motion of bright, old foam patches, which

should not be included in the L(c) distribution of active

breaking. This was addressed by considering an active

breaking rate. The active breaking rate uses the L(c)

analysis to differentiate active breaking from the motion

of bright, old foam patches and therefore is not in-

dependent of L(c). Each seeded point that makes the

transition from below to above the brightness threshold

is located in a spatial region of the image that made the

transition above the brightness threshold; compare the

white crescents in the difference image in Fig. 4. If this

connected region contains at least one elemental location

of active breaking, as determined from the L(c) process-

ing, the seeded point is considered to be hit by an actively

breaking wave. Agreement of the active breaking rate

with the first moment of L(c) requires that the full length

of breaking and appropriate speed of breaking have

been calculated. It does not check that L(c) has ap-

propriately identified all actively breaking waves in the

images, however.

In Fig. 7b, the active breaking rate is compared with

the first moment of L(c). The results for the case with

little discrimination of active breaking (circles; id 5 0

and ig 5 0) show little change. The results for the more-

discriminating cases (squares and triangles) show im-

proved agreement. The first moment of L(c) for the

preferred breaking thresholds, id 5 0.10 and ig 5 0.12

FIG. 7. Comparison of the rate of breaking R to the first moment of L(c) for a range of thresholds. (a) The total

breaking rate is the number of stationary points seeded in the image swath that make the transition from below to

above a brightness threshold (it; top tick marks) per unit time. (b) The active breaking rate requires that the breaking

region that contains the seeded point also contains at least one active breaking segment determined from the L(c)

processing. Symbols indicate the difference and gradient thresholds used in calculation of L(c). Circles show id 5

0 and ig 5 0; triangles show id 5 0.12 and ig set individually for each breaking event; squares show id 5 0.10 and ig 5

0.12. The filled symbols correspond to the solid lines in Fig. 5, where the brightness threshold is within the acceptable

range, and open symbols correspond to the dashed lines. The diagonal lines show a 1:1 relationship.

FEBRUARY 2011 K L E I S S A N D M E L V I L L E 231



(squares), are about 90% of the active breaking rate. The

agreement degrades for the case with the unacceptably

low brightness threshold of it 5 0.21 (open symbols).

When all GOTEX image sequences are processed with

these active breaking thresholds, the active breaking rate

shows good agreement with the first moment of L(c), as

shown in Kleiss and Melville (2010).

6. Ellipse method

A second, largely independent, method of processing

was implemented based on the methods put forth in

Gemmrich et al. (2008). This method identifies actively

breaking wave crests on the image difference rather than

the original image (see Fig. 4), and fits an ellipse to the

active breaking front. Thus we call this the ellipse method.

After the GOTEX images are corrected and projected to

earth coordinates, the methodology of Gemmrich et al.

(2008) is followed, with the following three differences.

First, regions of the image difference that surpass a

brightness difference threshold are grouped in space and

tracked simply if they come in contact with one another. It

was found that using criteria on ellipse axis orientation,

magnitude of translation, and proximity as described in

Gemmrich et al. (2008) failed to adequately group break-

ing events that merge or split in time in our dataset. Sec-

ond, an ellipse is fit to the (sometimes disjoint) breaking

fronts on each image that have been grouped together,

rather than adding individual ellipses fit to separate

breaking fronts. The ellipse is fitted by computing the

central second moments of the breaking front regions

on each image (Hornberg 2007).

Third, the breaking velocity is taken as the translation

of the ellipse centroids along the mean propagation di-

rection, rather than the total centroid translation as done

in Gemmrich et al. (2008). The mean propagation di-

rection is defined as the mean orientation of all minor

axes of the ellipses in an event. The GOTEX dataset

showed a large amount of noise due to lateral displace-

ment of the breaking front and changing morphology of

the breaking front over Dt. This may be due to the lower

resolution of our data (;30 vs 2 cm), although the Dt for

the two field experiments are similar (0.133 vs 0.1 s). It

may also be due to the observed standard deviation error

of 1 m s21 of removal of the aircraft motion. The length

of the breaking is given by the major axis of the ellipse, as

in Gemmrich et al. (2008). Both the speed and length are

a function of time.

The distribution of L(c) from the ellipse method is

shown for a range of difference thresholds id along with

the first moment in Fig. 8. The family of L(c) distribu-

tions shows the same basic shape as the difference

threshold is varied. Similar to the contour method, the

high-speed regime changes by only a factor of about 2

for speeds of 6 , c , 10 m s21 but varies by up to an

order of magnitude for the slower speeds. The line style

indicates the difference threshold id. As the threshold

is decreased, more regions of the image difference are

picked up as actively breaking wave crests.

In Fig. 8b the first moment of the L(c) distributions

are shown as a function of the difference threshold id.

The first moment of L(c) decreases as the threshold in-

creases. The full rate of breaking R was calculated in-

dependently by considering the passage rate of breaking

waves past many stationary points in our field of view.

The breaking rate was R 5 0.006 s21 when a breaking

patch was determined using our optimal choice of

brightness threshold. The breaking rate resulting from

the acceptable range of thresholds, it 5 0.33–0.56, was

R 5 0.0035–0.0171 s21. This region is shown in gray in

Fig. 8b, with the breaking rate R 5 0.006 s21 shown by

the horizontal black line. The first moment of the ellipse

method L(c) distributions generally falls within the ac-

ceptable range of R and is on the low side. The full first

moment also includes regions of the sea surface that

become brighter because of advection of bright, non-

breaking foam patches. These issues are still at play in

this case, so the fact that the first moment of L(c) is on

the low side is reasonable.

The ellipse method has relatively few thresholds to set,

has a straightforward criterion to identify actively break-

ing waves, and is computationally faster than the contour

method. Using a straight line to describe a breaking front

region—which is often convoluted, curved, broken, and

rapidly evolving—is a coarse approximation, however.

The ellipse method also attributes a single speed to each

observation of breaking, although the speed may be

varying along the breaking crest. The ellipse method also

contains no information about the foam patch size or

shape or the speed at the rear of the foam patch.

7. Comparison of ellipse and contour methods

We compare the results from the contour method with

the ellipse method. The contour method is evaluated

with a mean brightness threshold of it 5 0.45 and dif-

ference and gradient thresholds of id 5 0.10 and ig 5 0.12

(as in Fig. 5c). To directly compare with the ellipse

method, we consider translational speeds with temporal

or event averaging. The ellipse method employs a dif-

ference threshold id 5 0.16, and both methods require

that the event is actively breaking for tt . 0.667 s. The

difference thresholds id are not the same because the

contour method uses more criteria to determine active

breaking, so a more lenient gradient threshold is al-

lowable. Since the difference threshold is the only
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threshold in the ellipse method, a less-strict threshold

results in more falsely identified breaking crests.

A comparison of the contour and ellipse methods is

shown in Fig. 9 for different averaging interpretations of

L(c). In Fig. 9a, the full resolution of both methods is

shown, with no averaging: the contour method ele-

mental speeds (translational) and the temporal ellipse

method speeds. The ellipse method does not resolve

elemental speeds, so this information is not available for

comparison. Beneath Fig. 9a the ratio of Lellipse/Lcontour

shows the two methods agree to within a factor of 2 for

speeds 0.5 , c , 10 m s21. At higher speeds of 5 , c ,

12 m s21 the ellipse method estimate is 1.3 times that of

the contour method. Examination of individual break-

ing events indicated that this was caused by the curva-

ture of the breaking front, which results in slower speeds

along the extremities of breaking in the contour method,

whereas the ellipse method assigns a single speed to the

entire observation. It was also caused by small, dim, rapidly

translating foam patches at the onset of breaking, which are

occasionally missed by the contour method.

In Fig. 9b, the temporal L(c) is shown, where each

observation of breaking contributes a length and a speed

of breaking to the L(c) distribution. The ellipse method

curve is the same as in Fig. 9a. The contour method

drops precipitously at c 5 10 m s21. The distributions

have a similar form, though the ellipse method appears

to be shifted toward higher speeds. However, the dis-

crepancy is not due to a bias in the speed estimate. A

detailed analysis comparing individual breaking events

indicated that the speeds agreed to within 5% and that

the distributions of speeds were closely matched. The

determination of breaking length and duration differed

substantially, however. For breaking events in which

both methods found temporal speeds of greater than

6 m s21, the ellipse method on average contributed 2

times the breaking length of the contour method. For

breaking events with speeds of less than 3 m s21, the

contour method length of breaking was on average 50%

longer than the ellipse method. So the difference be-

tween the two distributions in Fig. 9b is not due to a shift

in the x direction but rather to an adjustment in the y

direction. Figure 9c shows the event-average L(c) for

both the contour (solid) and ellipse (dashed) methods.

The same qualitative picture is seen as in Figs. 9a and 9b.

In all cases, the contour method observes more slow-

speed breaking for speeds in the range 1 , c , 4 m s21,

and the ellipse method observes more high-speed break-

ing in the range 4 , c , 10 m s21. This is because the

contour method resolves the slower edges of breaking

events, while the ellipse method attributes the main

translational speed of the event to the entire breaking

front. Also, the contour method may include falsely

identified breaking regions on the rear facets of actively

breaking foam patches, which may reduce the aver-

aged speed. Both methods may include falsely identified

breaking regions associated with bright, yet nonbreaking,

foam patches.

The directional distributions of L(c) are shown in

Fig. 10. The black arrow shows the spectral peak phase

FIG. 8. (a) The L(c) distributions resulting from the estimates of

length and speed from the ellipse method, for a range of image

difference thresholds id: solid line shows id 5 0.12; dashed line

shows id 5 0.16; dotted line shows id 5 0.20; dash–dotted line shows

id 5 0.24. The dashed vertical line at c 5 14.1 m s21 indicates the

spectral peak phase speed, and the diagonal black line is the function

10c26. (b) The first moment of the L(c) distributions from (a) vs the

difference threshold id. The gray area shows the range of acceptable

breaking rates from stationary point analysis, and the horizontal

black line shows the breaking rate for the optimal threshold.
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speed and direction. The concentric dashed black cir-

cles indicate the extent of the equilibrium range. The

inner circle is where the omnidirectional spectrum makes

the transition from a k22.5 to a k23 dependence (Romero

and Melville 2010; Kleiss and Melville 2010), and the

outer circle corresponds to 2 times the spectral peak

wavenumber. Figures 10a–c show the contour method

with translational velocities, and the second row shows

the elemental contour method with normal velocities

(Fig. 10d), as well as the ellipse method (Figs. 10e,f). The

averaging style is indicated at the top of the figure. For

reference, the L(c) distributions shown in Figs. 9a–c

correspond to Figs. 10a and 10d, Figs. 10b and 10e, and

Figs. 10c and 10f, respectively. The translational veloci-

ties in Fig. 10a show a narrower distribution than the

normal velocities in Fig. 10d because of the curvature of

the breaking front. The ellipse method shows a qualita-

tively different directional distribution than the contour

method. The direction of breaking is generally wider, and

fewer breaking lengths are observed at slow speeds rel-

ative to the contour method. Figures 10a, 10d, and 10e

show the results without averaging. The ellipse-method

temporal method (Fig. 10e) shows fewer events at high

speeds, but they contribute a longer crest length than the

elemental methods (Figs. 10a,d). Interestingly, the azi-

muthally averaged L(c) distributions in Fig. 9a show

FIG. 9. A comparison of the L(c) results from the contour method (solid line) and the ellipse method (dashed line) for different

averaging methods: (a) no averaging: elemental speeds for contour method, temporal speeds for ellipse method; (b) temporal speeds [c(t)];

(c) event-averaged speeds. Beneath each comparison is the ratio of the ellipse method over the contour method for clarity. The vertical

dotted line at c 5 14.1 m s21 indicates the spectral peak phase speed for this image sequence. The diagonal line in the upper panels

indicates the relationship L(c) 5 10c26, and the level line in the lower panels indicates a ratio of 1. In all cases the translational velocities

are shown for the contour method.
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agreement to within a factor of 2, despite the substantially

different forms of the directional distributions.

8. Discussion

a. Interpretation of the speed of breaking

Central to the Phillips (1985) formulation of L(c) and

the energy dissipation rate from breaking waves is the

assumption that the speed of breaking c is related to the

intrinsic phase speed of the underlying wave and there-

fore to the scale of the wave that is dissipating energy. The

observed breaking speed may differ from the intrinsic

phase speed because of advection from long-wave orbital

velocities, surface drift currents, and the inherent dif-

ference between breaking speed and underlying phase

speed.

b. Correction for long-wave orbital velocity

It has been recognized that small waves are more likely

to break near the crests of long waves (Longuet-Higgins

1969). When this is the case, however, the orbital velocity

of the long wave affects the small wave’s apparent speed

of breaking. The long-wave surface orbital velocities are

estimated from the sea surface elevation measurements.

The scanning lidar (ATM) measures the sea surface ele-

vation h(x, y, t) with a horizontal spatial resolution of 5 m

over a swath of sea surface that covers 96% of the image

footprint. The wavenumber spectra were kindly provided

by L. Romero (Romero and Melville 2010). The sea

surface elevation is bandpass filtered around 0.5–3 times

the spectral peak wavenumber to isolate the dominant

wave signal. The Hilbert transform H(x, y) is taken of the

bandpass filtered wave signal, so

A(x, y) 5 [h2(x, y) 1 H2(x, y)]1/2 and

F(x, y) 5 tan�1 H(x, y)

h(x, y)

� �
, (13)

where A is the local amplitude of the long wave enve-

lope and F is the phase. Then the long-wave wavenumber

vector can be computed as

K(x, y) 5 $F(x, y),

FIG. 10. The directional distributions of L(c1, c2), where c1 is along the dominant wave direction. (top) The contour method with

translational velocities, using it 5 0.45, id 5 0.10, ig 5 0.12, and the following averaging methods: (a) the elemental method, (b) the tem-

poral method, and (c) the event-average method. (d) The contour method with elemental, normal velocities. The ellipse method, using id 5

0.16, for (e) the temporal method and (f) the event average. Black dashed concentric circles at 3.9 and 9.8 m s21 indicate the estimated

equilibrium region of the wave spectra. The black arrow shows the spectral peak phase speed, and contours are drawn at integer values of 25,

26, and 27.
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and, assuming the deep-water dispersion relation, the

local linear estimate of the orbital velocity at the sur-

face is

u
orb

5 AK

ffiffiffiffi
g

K

r
cos(F), (14)

where g is the gravitational acceleration, and K is the

modulus of K.

The long-wave surface orbital velocities computed

from the sea surface height data are sampled at the lo-

cation and time of the active wave breaking fronts. Each

location on the sea surface is typically sampled twice by

the ATM, while the images are captured continuously.

The orbital velocities are computed at the breaking

front location at the two available times, and linearly

interpolated in time for images captured between the

two ATM observations. When the image time falls

outside the two surface height measurement times, the

orbital velocity is set to the nearest estimate in time. The

error in matching the spatial locations of the projected

images with the ATM sea surface height data is ap-

proximately 66 m, as estimated from matching the

brightest foam patches with enhanced return strength

of the ATM.

The intrinsic wave parameters can be estimated from

the apparent phase speed and the estimated local orbital

velocity. We denote the radian frequency, wavenumber,

and phase speed of the intrinsic small wave as si, ki, and

ci, respectively, and those of the apparent small wave

as sa, ka, and ca, respectively. The relationship between

the intrinsic and apparent small wave due to advection

by a colinear underlying long-wave orbital velocity can

be expressed as (Phillips 1981; Longuet-Higgins 1987;

Zhang 2003)

s
a

5 s
i

1 1
s

i

S
AK cosF(1 1 AK cosF)

h i
and (15)

k
a

5 k
i
(1 1 AK cosF), (16)

where S is the radian frequency of the long wave. Di-

viding Eq. (15) by Eq. (16), applying the approximation

(1 1 AK cosF)21 5 1 2 AK cosF 1 O(A2K2), noting

that the apparent speed also includes any surface drift

current Ud, and solving for the intrinsic phase speed ci 5

siki
21, we obtain

c
i
5

c
a
�AKC cosF�U

d

1�AK cosF
. (17)

When the apparent speed ca is equal to the long-wave

phase speed C, Eq. (17) reduces to ci 5 C 2 Ud. Note

that Eq. (17) is a 1D equation that applies only when the

apparent phase speed ca is parallel to the long-wave

wavenumber K. For 2D velocity vectors, the observed

(apparent) breaking velocity is projected to components

parallel and perpendicular to the underlying orbital

velocity. The parallel component of breaking velocity is

adjusted via Eq. (17), and the perpendicular component

is adjusted simply by ci 5 ca 2 Ud. The final intrinsic

velocity is the vector sum of the two components.

c. Determination of the surface drift current from
images

Surprisingly, the advection of the old, inactive foam

patches on the sea surface (such as region A in Fig. 4)

was not well explained by the orbital velocity obtained

from Eq. (14). For example, for this image sequence the

mean long-wave orbital velocity along the breaking front

was 0.6 m s21, the mean rear velocity was 3.4 m s21, and

the mean front velocity was 3.9 m s21. The old foam that

remains on the surface from previous wave breaking acts

as a passive tracer of the velocity field at the surface. To

infer the surface motion, old foam patches are identified

based on their area and breaking criteria as in section 5c.

For the image sequence evaluated in this paper, the mean

old foam velocity is 1.33 6 0.3 m s21, 128 to the left of the

mean wind direction. This velocity would include effects

from the surface current, surface wave orbital velocities,

Stokes drift (wave-induced current), and the wind-induced

current and is consistent with previously published obser-

vations of near-surface currents in the region (Barton et al.

1993; Trasviña et al. 1995).

d. Breaking speed versus underlying phase speed

The use of L(c) to infer the rate of wave energy dis-

sipation and momentum flux [Eqs. (3) and (5)] depends

pivotally on the relationship of the speed of breaking c

to the underlying intrinsic phase speed ci of the breaking

wave crest. To our knowledge, no laboratory or field

studies have directly examined the advance of the front

of the bubble patch with respect to the local underlying

phase speed on a wave-by-wave basis. Some insight can

be gained from laboratory experiments, however. In

studies of unsteady deep-water breaking waves, Rapp

and Melville (1990, their section 4.1) measured the in-

trusion of surface dye to determine the extent and

evolution of the mixed (turbulent) region produced by

wave breaking. They found that the rear of the mixed

region remained essentially stationary while the front

initially moved forward at a speed of c 5 0.7–0.8ci, where

ci was the linear phase speed computed from the center

frequency of the wave packet. Note that Banner and

Peirson (2007, their appendix B) found that the actual

crest speed of steep breaking waves was a factor of

0.9 6 0.04 less than the linear phase speed. Stansell and
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MacFarlane (2002) performed a comprehensive labora-

tory analysis of the ratio of particle velocity at the crest of

a breaking wave to the wave crest (phase) speed. They

found that this ratio is at most 0.95 for spilling breakers

and 0.81 for plunging breakers.

Assuming that the motion of the bubble patch during

active breaking follows the fluid particle velocity or the

turbulent patch produced by breaking, the laboratory

data indicate a linear relationship,

c 5 kc
i
, (18)

where k is in the range of 0.7–0.95.

Although laboratory experiments show a linear re-

lationship between the underlying phase speed and the

speed of breaking, field observations of wave-breaking

speeds include effects that are often not present in the

laboratory, such as advection from the orbital velocity of

longer waves and the surface drift current.

A comparison of the L(c) distributions is presented in

Fig. 11 after corrections for the three issues raised above:

adjustment from breaking speed to underlying phase

speed by the factor k [Eq. (18)], correction for underlying

long-wave orbital velocity [Eq. (17)], and correction for

surface drift current Ud. Although the distributions are

tightly clustered, it is seen that correcting for the orbital

velocity (solid lines) results in a minor adjustment to the

L(c) distributions, especially considering the range of L(c)

distributions as the thresholds are varied (Fig. 5). Cor-

recting for both orbital and surface current velocities

(dashed lines) shifts the peak of L(c) to lower speeds and

decreases the power-law slope of L(c) in the range 4 , c ,

10 m s21. This is essentially because subtraction of a con-

stant speed is a greater fraction of the low speeds than

the fast speeds. The red curves show the result when the

breaking velocity is first adjusted by the factor k 5 0.9

in Eq. (18) and then corrected for orbital velocity (solid

line) as well as surface current (dashed line) according to

Eq. (17). Adjustment of the breaking speed to the local

phase speed by k shifts the L(c) distributions toward

faster speeds. The integral under all L(c) distributions is

equal, except for the dashed black line, where the raw

breaking speed has been corrected for orbital velocity

and surface current. The area under this distribution de-

creased by 8% because some of the slow-breaking waves

resulted in negative velocities after the transformations.

e. Effect of resolution in space and time

For the image sequence under consideration the pro-

jected images had a pixel width of 0.30 m and an image

sampling rate of Dt 5 0.1333 s. This results in a minimum

discrete resolvable speed of 1 pixel between successive

images, or cd 5 Dx/Dt 5 2.25 m s21.5 To ascertain the

effect of resolution on the L(c) distribution, images were

subsampled in both space and time, resulting in different

minimum resolvable speeds cd. Although the peak of L(c)

decreased with decreasing cd, it could not alone explain

the peak and the reduced value of L(c) at low speeds.

Gemmrich et al. (2008) notably found a peak in the

L(c) distribution, although they had very high image

resolution. This also indicates that the decreased values

of L(c) at low wave speeds, in contrast to Phillips’s

theory, may not be due to image-resolution effects. The

large amounts of low-speed breaking found in the lab-

oratory by Jessup and Phadnis (2005) using infrared

imaging of microscale breaking indicate that some of the

wave energy dissipation predicted by Phillips’s theory at

low breaking speeds is due to breakers that do not en-

train an optically thick bubble cloud. Furthermore, dif-

ferences between the intrinsic wave phase speed and

the observed breaking speed are enhanced at the low

speeds. Further field experiments with high spatial res-

olution as well as infrared observations are needed to

observe the L(c) distributions for low speeds.

f. Aircraft motion removal

As mentioned in section 5, it was found from calibration

flights over the airport ramp that the earth-referenced

images had a mean error (or drift) of less than 0.13 m s21,

with a standard deviation of 1 m s21 when the images are

subsampled at 7.5 Hz, as was done in this analysis (see

Kleiss 2009). The low mean error of 0.13 m s21 can be

attributed to correct determination of camera position

and orientation at the time of image capture and to proper

correction of lens distortion. The standard deviation of

1 m s21 results from the separation of the IMU from the

camera and reflects the vibrations and flexing of the air-

craft. The calibration images were captured at a typical

altitude of 500 m. To insure proper removal of aircraft

motion from images captured over the ocean surface, only

field images captured at typical altitudes of 350–400 m

(close to 500 m) were considered for the L(c) processing.

Extreme care was taken to validate that the aircraft

motion was removed. Most field image sequences were

taken in the downwind or upwind directions, and a few

image sequences were taken in the crosswind direction.

The final results—including L(c), whitecap coverage,

breaking rate, and image-to-ATM matching—did not

show any consistent bias or trends associated with the

flight direction or altitude. For this reason, we feel

5 Note that the L(c) distributions show speeds with c , cd be-

cause the whitecap contours and the ellipse centroids were de-

termined to subpixel accuracies.
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confident that the estimate of aircraft motion errors over

the airport ramp is applicable to the field images.

g. Comparison with previous studies

The results of this study are compared with the results

of Melville and Matusov (2002) and Gemmrich et al.

(2008), using methods as close as possible to those pub-

lished. For comparison with the Melville and Matusov

results, elemental speeds are computed using bulk- and

finescale PIV-type correlation rather than bulk-scale

correlation and optical flow, and the mean rear velocity is

removed from each breaking observation. The mean rear

velocity, as a function of time, of each whitecap obser-

vation is identified using the inverse of the seven criteria

listed in section 5c. The elemental breaking speed with

the mean rear velocity vector subtracted is denoted crr. It

is verified that crr is still directed outward from the

contour. Figure 12a shows the resulting L(crr) distribution

(black line with times signs) in comparison with the em-

pirical form of L(c) presented in Melville and Matusov

(2002) as a black solid line:

L(c)(10/U
10

)3
5 3.3 3 10�4 exp(�0.64c). (19)

The GOTEX L(crr) distribution is described by the ex-

ponential form L(c)(10/U10)3 5 4.4 3 1024 exp(20.82c).

This line is plotted in Fig. 12a but describes the data so

well that it is barely visible. The different exponent may

be due to the less-developed, stronger-forced, and co-

linear wind and wave conditions in the Gulf of Te-

huantepec relative to the Shoaling Waves Experiment

(SHOWEX) dataset used in Melville and Matusov

(2002). For example, the Tehuantepec breaking crests

FIG. 11. The L(c) distribution from the contour method, using the elemental, translational speeds, and the effect of

correcting for the difference between breaking speed and phase speed (k), surface current, and orbital velocity. The

L(c) distributions are from the observed breaking speeds (line with times signs); velocity corrected for long-wave

orbital velocities (solid black line); correction of both long-wave orbital velocities and surface drift current (black

dashed line); correction of phase speed by the factor k 5 0.9 and long-wave orbital velocities (red solid line); and

correction of phase speed, long-wave orbital velocities, and surface current (red dashed line). The vertical dotted

black line indicates the spectral peak phase speed of 14.1 m s21. Shown are (a) logarithmic coordinates and (b) linear

coordinates, and the diagonal black line in (a) represents the function 10c26.
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generally appear to be more crescent shaped, as in re-

gion C in Fig. 4, than the SHOWEX data. The difference

may also be affected by the along-crest-length smooth-

ing employed in Melville and Matusov (2002) that was

not implemented here. The fundamental difference be-

tween the present contour method with elemental

speeds (Fig. 5) and the result shown in Fig. 12a involves

the removal of the rear velocity of the foam patch. In an

otherwise stationary earth reference frame, the velocity

at the rear of the bubble patch is due to degassing of

the foam patch, advection of the bubbles with the fluid

flow upon initiation of breaking, and straining by the

underlying orbital velocity. Removal of the rear velocity

was motivated by the laboratory experiments of Rapp

and Melville (1990), which found that the rear of the

turbulent patch, visualized with a dye tracer, remained

stationary to leading order. It appears that this assump-

tion breaks down in the field, however, possibly because

of the different spatial extent of the turbulence patch

in comparison with the optically thick bubble patch over

the duration of active breaking. Furthermore, the non-

stationary sea surface, caused by surface currents and any

residual camera motion, would affect the earth-referenced

L(c) estimates in Fig. 5 but not Fig. 12a.

The method of Thomson and Jessup (2009) was not

directly employed in this study. They presented a com-

parison of their Fourier-based method with time-

domain methods akin to the temporal method [c(t)] and

event method ci discussed above. Their Fourier-based

method is shown to agree best with their time-domain

average instantaneous (temporal) method, except for

low speeds (c , 1 m s21) at which the temporal method

is positively biased because of their event-based cor-

rection for the advection by long waves. In practice, the

Fourier-based method should fall somewhere between

the temporal and elemental interpretations of break-

ing speed, because the transformation from the fre-

quency f and wavenumber k of the thresholded images

to a binned length of breaking with a speed c 5 f/k

results in some spectral spreading of the individual,

temporal translations (J. Thomson 2010, personal

communication).

In Fig. 12b, the GOTEX data are processed in a

manner similar to Gemmrich et al. (2008), as described

in section 6. The black solid lines show the L(c) results

from Gemmrich et al. (2008) for the fully developed

cases (their cases II and III), with wave age cp/u
*

5 33

and 10-m wind speed of 11.5 and 12.5 m s21. Thus the

sea state and wind speed in Gemmrich et al. (2008) are

close to the conditions of the present study (Table 1).

Gemmrich et al. (2008) obtain the scale of breaking from

each breaking event by considering the mean of the top

one-third highest speeds for each tracked breaking

event. This approach, which was not explained in their

paper, may be an attempt to tie the speed of breaking

more closely to the phase speed of the breaking wave.

They also only consider the maximum length of the

breaker during an event.

When the ellipse method is employed in a fashion

similar to Gemmrich et al. (2008), the L(c) distributions

show nearly perfect agreement for c1/3 . 5 m s21, down

to the high-speed end of the distribution (black line with

times signs). The implementation of the ellipse method

on the GOTEX data reaches a peak at c 5 5 m s21,

whereas the Gemmrich et al. (2008) data obtain peak

values at c 5 2–3 m s21. This may be due to the much

higher resolution of the Gemmrich et al. (2008) data

(2- vs 30-cm resolution).

The speed, length, and area of breaking evolve in

time, as shown in Fig. 13. To observe the breaking waves

for a longer time, an image sequence was captured as

the aircraft ascended from 450 to 1160 m, corresponding

to image residence times of 3–7 s. This image sequence

FIG. 12. The L(c) distributions from the GOTEX data processed

consistently with methods used by (a) Melville and Matusov (2002)

and (b) Gemmrich et al. (2008). In (a), the line with times signs is

the GOTEX dataset processed using the contour method with PIV-

only elemental speeds and the mean rear velocity removed (crr),

and the solid line is the empirical fit from Melville and Matusov

(2002) [Eq. (19)]. In (b), the line with times signs is the GOTEX

dataset processed with the ellipse method, using the top 1/3 speed

and the maximum length for each breaking event, and the solid

lines are the L(c) result from Gemmrich et al. (2008) for the fully

developed sea state (their wave age cp/u
*

5 33). The vertical

dashed line shows the spectral peak phase speed for this GOTEX

image sequence.
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was captured on the afternoon of research flight 5,

on 17 February 2004, at a fetch of 225 km, with 10-m

wind speed of 17.0 m s21, effective friction velocity of

0.65 m s21, and dominant phase speed of 12.8 m s21.

Time is normalized by tm, the time at which whitecaps

obtain their maximum area as determined by a parabolic

fit to the whitecap area as a function of time (Fig. 1a). The

value of tm ranges from 0.27 to 4.4 s for this image se-

quence. Only breaking events that begin while in the field

of view, obtain a peak in the foam area, and actively

break for least tt 5 0.67 s are considered. This constitutes

21% of the active breakers in this image sequence.

On average, we see that the length of breaking in-

creases to roughly the maximum length of breaking at

one-half the time it takes for the whitecap to obtain its

maximum area. The breaker maintains this length until

the whitecap obtains its maximum area, at which time the

length of breaking decreases. The length of breaking is

normalized by the length of breaking that is observed the

image before the whitecap reaches maximum area. This is

because the change in whitecap area is one of the criteria

for active breaking, and we wished to avoid a sudden

change in these criteria when normalizing. Note that ac-

tive breaking is still observed while the foam patch area is

decreasing, despite the foam patch area criterion.

The mean speed of breaking decreases to a factor of

about 0.7 of the initial breaking speed c1 when the

whitecap obtains maximum area, and it continues to

decrease to a factor of about 0.55 of the initial speed as

the foam patch area decreases and breaking subsides.

This result was validated with laboratory experiments

in a glass channel with a wave maker generating a

focusing wave packet (P. Sutherland 2009, personal

communication; cf. Rapp and Melville 1990; Drazen

et al. 2008) in freshwater of 60-cm depth. The laboratory

data are normalized temporally by the duration of

breaking t rather than tm because of difficulties mea-

suring foam patch area in the laboratory setup. The

mean breaking speed in the laboratory, averaged over

16 runs with a range of wave frequencies and slopes,

decreased to a factor of 0.5 times the initial speed of

breaking, roughly consistent with the decreasing speed

of breaking observed in the field, over the entire dura-

tion of breaking.

In Phillips’s (1985) formulation, L(c) dc is the mean

total length of breaking crests per unit sea surface area

with speed c. Taking the mean of the top 1/3 speeds

and the maximum length of each breaking event as in

Gemmrich et al. (2008) does not result in a distribution

of the mean total length of breaking crests. In both the

laboratory and the field, both the breaking length and

speed exhibited a large amount of variability for each

breaking event, such that taking the maximum length or

FIG. 13. The evolution of the area A, length L, and speed c of

breakers with time t for whitecaps that begin breaking in our field

of view. Time is normalized by tm, the time at which each whitecap

obtains its maximum area as determined by a parabolic fit to the

whitecap area as a function of time. (a) Foam patch area normal-

ized by the area at time tm. (b) Length of breaking normalized by

the breaking length the observation before the whitecap reaches

maximum area. (c) Speed of breaking normalized by the initial

speed c1. The black line in (a)–(c) shows the bin average, with error

bars corresponding to 1 std dev. The white line in (c) shows labo-

ratory results, where time is normalized by the breaking duration t,

and white error bars correspond to 1 std dev.
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the top 1/3 of the speeds would often be affected by the

largest instantaneous measurements.

From Fig. 13, we parameterize the speed of breaking

as a simple function, c( t̂ ) 5 c1(1� 0.4t̂ ), where t̂ 5 t/tm,

and the length of breaking as L(t̂ ) 5 Lmax(a1 t̂ 2 1 a2 t̂ 1

a3), with a1 5 21.6, a2 5 2.24, and a3 5 0.24. The con-

tribution of a single breaking event to the first moment of

L(c) can be thought of as the cumulative area swept by

the breaker

ð
c(t̂ )L(t̂ ) dt̂ 5

ð1.5

0

c
1
L

max
(1� 0.4t̂ )(at̂ 2 1 bt̂ 1 c) dt̂. (20)

If one integrates over 0 , t̂ , 1.5, the mean contribution

to the first moment is 0.8c1Lmax. If one takes the mean of

the top 1/3 speeds and the maximum breaking length,

however, the contribution to the first moment is 1.4c1Lmax,

which is 75% higher than the mean contribution. Like-

wise, the contribution of a single breaking event to the

fifth moment of L(c), which is related to the wave dissi-

pation, can be expressed as

ð
c(t̂ )5L(t̂ ) dt̂ 5

ð1.5

0

c5
1L

max
(1� 0.4t̂ )5(at̂ 2 1 bt̂ 1 c) dt̂.

(21)

If one integrates over 0 , t̂ , 1.5, the mean contribution

to the fifth moment is 0.3c1
5Lmax while the top 1/3 speed

and the maximum length contribute 0.9c1
5Lmax, which

is 3 times the mean contribution. Using the maximum

length of breaking and the mean of the fastest 1/3 breaking

speeds results in a L(c) distribution that does not reflect

the definition as given in Phillips (1985) and also results in

moments of L(c) that are positively biased.

9. Conclusions

This paper discusses methods of video image process-

ing to determine the length and speed of breaking crests.

Distribution L(c) dc, which is the average total length of

breaking waves per unit sea surface area with breaking

speed between c and c 1 dc, offers a scale-dependent

description of wave breaking that is valuable for un-

derstanding air–sea fluxes of gas and primary marine

aerosols, wave energy dissipation, and momentum flux

from the wave field to the surface current. In particular,

we discuss the determination of wave breaking kine-

matics from video images and the effect on the resulting

L(c) distribution.

Wave breaking often creates complicated structures

of bubbles and foam on the sea surface. The speed of

breaking varies both along the breaking crest and with

time. Although one may attribute a single speed of

breaking to a breaking event, or at each observed time of

breaking, the most complete description of breaking

speed is determined as a function of both space and time;

what is called the elemental method in this paper. The

breaking speed can be considered as either the full trans-

lational speed of breaking, or the component that is nor-

mal to the breaking wave crest. Figures 6 and 10 compare

the L(c) distributions for different definitions of breaking

velocity. The elemental velocity contains the most in-

formation, as the temporal and event-average velocity

can be computed from it.

The determination of actively breaking fronts is not

trivial in video images of the sea surface. Two methods

of identifying actively breaking wave crests are presented:

the contour method and the ellipse method. The con-

tour method identifies foam patches by a brightness

threshold on the image and then determines the por-

tions of the foam patch perimeters that are actively

breaking. This method produces a complete descrip-

tion of the kinematics around the entire foam patch

perimeter, as well as corresponding information on the

foam patch area and morphology. The ellipse method

determines breaking fronts using a threshold on the

difference of two consecutive images, providing in-

formation on the actively breaking crest alone. The

sensitivity of the L(c) distributions to the thresholds

used in the analysis is shown in Figs. 5 and 8. Both

methods appear to be sensitive to the thresholds for

the slower breaking speeds, and are less sensitive in

the region of the high-speed tail. The general shape

of the L(c) distribution is consistent for the two meth-

ods, but the ellipse method generally gives a longer

breaking crest length, is tracked for a longer time for fast

(c . 4 m s21) breaking, and yields fewer observations of

slow breaking.

Notably, the L(c) distributions published by Melville

and Matusov (2002) and Gemmrich et al. (2008) are

qualitatively obtained with the present dataset when the

processing method and the definition of breaking speed

are implemented as in those studies. This highlights the

importance of careful consideration of the processing

method, choice of threshold, and definition of breaking

speed when calculating L(c) from sea surface imagery.

In particular, it appears that the rear of the foam patch

shows a translation greater than the background orbital

velocity—it may be affected by degassing of the large,

optically thick bubbles and advection by the breaking

crest at the initiation of breaking. Furthermore, defining

the breaking speed as the mean of the top 1/3 speeds, and

the length of breaking as the maximum breaking length

is not consistent with Phillips’s definition of L(c) as the

total mean length of breaking with speed c per unit sea
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surface area, per speed increment. Such definitions

positively bias the first and fifth moments of L(c) by 75%

and 300%, respectively.

Previous studies of L(c) have considered the re-

lationship of the breaking rate to the first moment of

L(c) [Eq. (1)] as a validation tool for the L(c) distribu-

tions (Jessup and Phadnis 2005; Gemmrich et al. 2008;

Thomson and Jessup 2009). Both the breaking rate R

and the total observed length of breaking are sensitive to

the choice of thresholds, and the definition of breaking,

such that the comparison in Eq. (1) is generally of more

utility as a consistency check on the processing than as

a physical validation of the observations.

The observed speed of breaking on the sea surface

may be affected by the orbital velocity of underlying

longer waves and the surface drift current. Furthermore,

laboratory studies have indicated that the maximum

particle speed of the breaking crest is slightly less than

the phase speed of the wave that is breaking. The peak

of the L(c) distributions shifts toward slower speeds

after correction of the estimated surface current. The

effect of straining by the underlying orbital velocity and

the difference between breaking and phase speed does

not affect the L(c) distributions beyond the limits from

the range of thresholds. However, these corrections will

bear more impact on application of L(c), such as the

wave energy dissipation that scales like the fifth moment

of L(c) [Eq. (3)].
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