Influence of forward and multiple light scatter on
the measurement of beam attenuation in highly
scattering marine environments
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Using three-dimensional Monte Carlo radiative transfer simulations, we examine the effect of beam
transmissometer geometry on the relative error in the measurement of the beam-attenuation coefficient
in an aquatic environment characterized by intense light scattering, especially within submerged bubble
clouds entrained by surface-wave breaking. We discuss the forward-scattering error associated with the
detection of photons scattered at small angles (<1°) and the multiple-scattering error associated with the
detection of photons scattered more than once along the path length of the instrument. Several scat-
tering phase functions describing bubble clouds at different bubble void fractions in the water are
considered. Owing to forward-scattering error, a beam-attenuation meter (beam transmissometer) with
a half-angle of receiver acceptance of 1.0° and a path length of 0.1 m can underestimate the true beam
attenuation within the bubble cloud by more than 50%. For bubble clouds with a beam attenuation of
as much as 100 m ™!, the multiple-scattering error is no more than a few percent. These results are
compared with simulations for some example phase functions that are representative of other scattering
regimes found in natural waters. The forward-scattering error for the Petzold phase function of turbid
waters is 16% for a typical instrument geometry, whereas for the Henyey—Greenstein phase function

with the asymmetry parameter of 0.7 and 0.9 the error range is 8—28%.
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1. Introduction

Spectral beam-attenuation coefficient c(\), where \ is
the wavelength of light in vacuum, is an important
inherent optical property (IOP) of natural aquatic
medial-2 that has long been measured routinely in
situ.3> The beam-attenuation meter is conceptually
simpler than devices for measuring other IOPs.
This is so partly because the beam attenuation re-
flects the cumulative influence of the scattering and
absorption properties of the medium, such that the
value of ¢(\) is the sum of absorption coefficient a(\)
and scattering coefficient 6(\). It is extremely diffi-
cult to make precise measurements of absorption co-
efficient a(\) in aquatic environments. In principle,
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all the scattered radiation should be collected when
direct measurements are made with instruments
such as reflective tube meters.¢ In indirect determi-
nations of absorption from irradiance measurements,
small differences in irradiance must be accurately
measured.” Making direct measurements of scat-
tering coefficient b(\) is also difficult, because the
light scattered into all directions, including small-
angle forward directions near 0° and backward direc-
tions near 180°, has to be accurately measured.

At first glance, the determination of the beam at-
tenuation from measurements of the intensity of the
primary unscattered beam at a known distance from
the light source might appear to be a relatively simple
task. In practice, the receiver of the beam-
attenuation meter (usually referred to as the beam
transmissometer) will have a finite acceptance angle,
leading to the detection of small-angle forward light
scatter. It has long been recognized that forward-
scattering error makes it impossible to measure ac-
curately the true beam-attenuation coefficient.8?
To minimize the error that is due to forward scatter-
ing the receiver acceptance angle should be only
slightly larger than the divergence of the source beam
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and the collecting surface area of the receiver should
be as small as possible while encompassing the beam.

Another problem of the beam-attenuation mea-
surement is related to the selection of the appropriate
path length. The path length must be long enough
to produce a measurable loss of beam intensity within
the sensitivity of the receiving system. The defini-
tion of the beam-attenuation coefficient, however, re-
quires measurement under single-scattering
conditions. The longer the path length, the greater
the probability that multiply scattered photons will
be detected, which lead to error. The path length in
the beam transmissometers used for measurements
in the ocean is typically 0.1-1 m. This is usually
appropriate in terms of both producing a measurable
signal and minimizing the error that is due to mul-
tiple scattering. However, in a medium that has
high scattering, a path length that is long enough to
cause a significant loss of beam intensity may also
lead to multiple scattering of photons within the
beam, especially if the scattering phase function (i.e.,
the angular distribution of the scattered photons) is
strongly peaked in forward directions. The most
representative example of such a medium within a
marine environment is submerged clouds of air bub-
bles produced by surface-wave breaking. Bubble
clouds in ocean surface layers may be an important
factor in influencing light scattering and spectral
ocean reflectance and therefore may create signifi-
cant errors in remotely sensed data products.10-11
Bubbles are characterized by high values of single-
scattering albedo (high probability of photon surviv-
al) because light absorption by bubbles, even if they
are covered with organic coating, is virtually negligi-
ble.2 The scattering phase function of bubble pop-
ulations is highly peaked in the forward directions
owing to the relatively large size of the bubbles (~10
to ~1000 pm) relative to visible optical wave-
lengths.10-11  Therefore, for determinations of the
beam-attenuation coefficient within a collection of
bubbles (typically made near the ocean surface dur-
ing sea states characterized by active wave breaking),
it is important to know the values of both the
multiple-scattering error and the small-angle
forward-scattering error. The objective of this study
is to estimate the effect of these errors on the accu-
racy of the beam-attenuation measurement. Our
approach is based on three-dimensional Monte Carlo
simulations of radiative transfer.

2. Description of Model Computations

A typical beam transmissometer utilizes an almost
parallel (usually slightly divergent) light beam com-
ing from a source window and propagating toward a
circular receiver window. Both windows are cen-
tered on and are perpendicular to the beam axis.
The viewing angle of the receiver is limited because
an ultimate goal is to detect only the unscattered
photons of the primary beam. For the same reason
it is prudent to reduce the size of the collecting sur-
face of the receiver such that it is only slightly larger
than the beam size.
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We performed Monte Carlo simulations of radia-
tive transfer for the geometry of a typical beam trans-
missometer, such as C-Star or ac-9 (WetLabs, Inc),
that is used in oceanographic measurements. In
these simulations the essential parameters that char-
acterize the instrument receiver and path length
were varied to some extent. The Monte Carlo code
used in this study had previously been applied to the
study of the effects of instrument self-shading on un-
derwater light-field measurements,!3 scattering error
of a reflective absorption tube,'4 and scattering error
in spectrophotometric measurements of light absorp-
tion.15 In the version of the code used in this study,
photons are generated at a random starting position
within a circle simulating the source beam that en-
ters the modeled environment. For the beam with a
nonzero half-angle of divergence 6,.,,,, the initial di-
rections of photons defined by the polar angle (mea-
sured from the beam axis) and the azimuth angle are
randomly selected. The photons are subsequently
traced in three-dimensional space until they reach
the receiver, are absorbed, or leave the modeled en-
vironment. The collecting surface of the receiver is
modeled as a circle of radius r centered about and
perpendicular to the beam axis. The receiver is
placed a distance d from the light source. This dis-
tance is referred to as the path length of the modeled
instrument. The photons that reach the receiver are
detected if the polar angle of the photon direction is
smaller than the assumed half-angle of the receiver
acceptance, 0,,.

The Monte Carlo code allowed us to use several
receiver radii and acceptance angles with one set of
source photons, making the simulations efficient.
Unless stated otherwise, the standard set of param-
eters that characterize the modeled instrument in
our simulations was as follows: an initial beam ra-
dius of 0.001 m, a half-angle of beam divergence of
0.8°, a half-angle of receiver acceptance of 1°, a re-
ceiver radius of 0.0095 m, and a path length of 0.1 m.
The measured value of the beam-attenuation coeffi-
cient, c,... [m '], was calculated from the opera-
tional definition of the coefficient according to

g &
cmeas_d nCI)’

where @, is the radiant power (or number of photons)
at the light source (or incident upon the water sam-
ple), ® is the radiant power incident upon (or mea-
sured by) the virtual receiver, with its position, size,
and acceptance angle taken in account, and d is the
instrument’s path length.

A unique attribute of the IOPs that are used as
input to these radiative transfer simulations is the
broad range of scattering coefficient b that is chosen.
Whereas studies of ocean optics usually deal with
typical oceanic values of b that range from ~10"2 to
~1m™ !, recent research indicates that dense bubble
clouds near the ocean surface during elevated sea
states will have void fractions that exceed 10~ and
an optical scattering coefficient that can be greater



than 10 m 111 Motivated by the need to under-
stand the propagation of light through these highly
scattering media, we extended values for b to repre-
sent those conditions that might be found within
dense collections of bubbles. For the studies de-
scribed, we chose b to range from 0.2 m ™' to very high
value of 1000 m ™. B

Scattering phase function B((s, A) [sr™ '] is an addi-
tional IOP input required for radiative transfer sim-
ulations. This function describes the angular
distribution of the scattered photons normalized to
the total scattering coefficient2:

B, M)
b(N)

BN, ¥) = , (2)

where s is the scattering angle between the direction
of the incident beam and the direction of scattered
photons and B(ys, \) is the spectral volume scattering
function [m~ ! sr™!]. The values of |y are 0°-~180°.
Function B, \) represents the spectral radiant in-
tensity [W sr~ ! nm '] scattered into direction s per
unit incident irradiance [W m ™2 nm™!] per unit vol-
ume of water [m?®] illuminated by the incident beam.
Note that integrating B(s, ) over all scattering di-
rections yields 6(\) and that integrating 8 (s, \) yields
1.

Few descriptions of phase functions dominated by
scattering by bubble populations generated by wave
breaking exist in the literature.1%:16  This could be so
in part because of our inability to measure bubble
phase functions within the rigors of oceanic condi-
tions when surface waves are breaking and with a
temporal resolution that would capture the transi-
tory nature of bubbles. As a result of these difficul-
ties, we rely on computing the phase functions for
bubble populations by using the Mie scattering the-
ory for homogeneous spheres. For this purpose we
have used the code given by Bohren and Huffman.1?
Because of the temporal nature of ocean bubble size
distributions, we chose representative bubble size
distributions, which are characterized by their total
void fraction, with which to compute a range of phase
functions that span bubble densities from 10~ to
1073, These size distributions were obtained from
in situ measurements with a sound velocimeter with
a broadband acoustic pulse (2-140 kHz), which per-
mitted the estimation of size distributions over a
range of bubble radii from 20 to 1600 pm.'® This
range has been shown to span the majority of the
sizes of optically significant bubbles.!® As input to
the Mie computations, six different bubble size dis-
tributions were determined by ensemble averaging of
many size distributions that had been binned over
void fractions that spanned order-of-magnitude rang-
es: from 10°to 108 from 10 8 to 10~ 7, from 10~
to 1076, from 10 6 to 105, from 10 ° to 10 %, and
from 10 * to 10~ 2. The Mie calculations of bubble
phase functions were made for each of these six size
distributions with the assumption that the real part
of the refractive index of bubbles (relative to water) is
1.347 ! and that bubbles are clean, with no surface

coating and no absorption. The calculations were
made for a wavelength of light of 550 nm, but the
results are applicable over a broad range of visible
wavelengths, as the phase functions for bubbles have
a weak spectral dependence owing to the relatively
large bubble sizes. The calculated phase functions
are based on the assumption that scattering is azi-
muthally symmetric about the incident direction of
an unpolarized light beam.

In addition to the phase functions of bubbles, the
Monte Carlo simulations were also made with the
one-term Henyey—Greenstein (HG) phase function!®
with different values of asymmetry parameter g as
well as with the Petzold phase function obtained from
measurements in turbid waters of San Diego Har-
bor.2 The inclusion of these other phase functions
in our set of simulations will provide an indication of
the sensitivity of the results to non-bubble-dominated
phase functions. The Petzold phase function from
San Diego Harbor is assumed to be dominated by
suspended solid particles. The HG phase function,
Buc(W, N), is used because of its mathematical sim-
plicity and historical popularity in radiative transfer
calculations in astrophysics and environmental op-
tics.2122  For any given wavelength A, this function
is defined as

- 1 1—g2
Bualg, V) = g 3)

41 (1 + g% — 2g cos )?%

As the value of asymmetry parameter g approaches 1,
the By function becomes strongly peaked in the for-
ward direction. For g = 0, By yields isotropic scat-
tering. The most suitable values of g for
atmospheric aerosols and oceanic particles are of the
order of 0.7-0.9, although fitting the actual phase
functions of natural particulate assemblages with a
one-term HG function is known to have shortcom-
ings.23.24

Figure 1 shows that the phase functions of bubbles
are similar for all void fractions considered, except for
the scattering angles close to 0° and 180°. To facil-
itate the illustration of the differences in the forward-
and backward-scattering directions, we present a cu-
mulative phase function, which represents an inte-
gral from 0° to a given scattering angle as a function
of scattering angle, in Fig. 2. All the bubble phase
functions are strongly peaked in the forward direc-
tions, although the relative amount of forward scat-
tering is dependent on the void fraction. For the
void fraction range 107°-10"8, 50% of all the scat-
tered intensity is contained within the forward-
scattering angles from 0° to 1°. For the highest void
fraction considered (10 4-10"3), 80% of the scattered
intensity goes into this narrow range of forward di-
rections. In addition, Fig. 2 shows that the forward
scattering is much more pronounced for the bubble
phase functions than for the Petzold and HG func-
tions, even for ¢ = 0.9. The differences in phase
function among different bubble void fractions is a
result of the bubble size distribution that evolves as a
function of time that was once introduced by wave
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Fig. 1. Scattering phase functions for bubble populations calcu-
lated from Mie theory by use of bubble size distributions measured
acoustically under breaking waves at several void fractions. The
bubble phase functions for various void fraction ranges are written
here and below as bubxy, where x and y define the void fraction

range from 10 ¥ to 10™”. The Mie calculations were made for A =
550 nm.

breaking. The physics that governs the evolution of
the bubble size distribution is a complicated interplay
among bubble rise speed, gas dissolution, and turbu-
lent mixing, which results in the presence of fewer
large bubbles as the void fraction decreases.2> As a
result, the optical phase function becomes less
peaked in the forward direction as the bubble void
fraction decreases, and smaller bubbles dominate the
scattering.

Monte Carlo simulations also require an input that
characterizes the absorption properties of the me-
dium. Most of our simulations were made with the
assumption that the absorption coefficient has a rel-
atively small value associated just with pure seawa-
ter. In such a case we have taken the absorption
coefficient of pure seawater for the wavelength of 550
nm, which is 0.0565 m 126 Such an assumption
about small or negligible absorption reflects our main
interest in a medium, such as dense bubble clouds in
surface ocean, with high scattering and with a high
scattering-to-absorption ratio. However, we also
made an additional set of Monte Carlo simulations in
which we specifically addressed the possible effects of
absorption on forward-scattering and multiple-
scattering errors in the beam-attenuation measure-
ments. In these simulations the range of the
absorption coefficient was extended to the very high
value of 20 m™ 1.

All the Monte Carlo calculations were made for
10 X 10° photons for each set of input IOPs. We do
not show the results for the situations when the input
IOPs resulted in fewer than 100 photons detected by
the virtual instrument.

3. Results and Discussion

The relative error of the beam-attenuation measure-
ment can be defined as ¢,,4.s/Cirue — 1, Where ¢, o, 1S
the measured beam-attenuation coefficient as calcu-
lated from Eq. (1) for a given set of parameters that
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Fig. 2. Comparison of the cumulative scattering phase functions
for (a) bubble populations at a number of void fraction ranges (see
text and Fig. 1 for explanation) with (b) the Petzold cumulative
phase function from San Diego Harbor and the HG cumulative
phase functions for asymmetry parameter g = 0.7, 0.8, 0.9.

simulate the beam transmissometer instrument and
Cirue 18 the true beam-attenuation value used as input
to the Monte Carlo calculations. In nearly all sim-
ulations made in this study c,,.,s underestimates
Cirues SO the relative error ¢, .../Cirue — 1 has a nega-
tive value. Below, we present the error values ex-
pressed as 1 — ¢, ens/Cirue Tather than as ¢, o0e/Crne —
1, so the underestimation error is expressed simply
by a positive value rather than by a negative value.

Figures 3 and 4 show 1 — ¢, 0.s/Cirue @S @ function
of ¢y for instrument path lengths d of 0.1 and
0.25 m, respectively, assuming the HG phase func-
tions. Other parameters of the modeled instrument
were standard as defined above. Two features that
can be seen from Fig. 3 and 4 deserve particular
emphasis. First, the values of 1 — ¢,,,0s/Ctrue d0 NOt
equal 0 even for small values of c,,,,., Wwhich implies a
measurement error even in the single-scattering re-
gime that is defined approximately by the condition
that optical thickness c¢.,, d is smaller than 0.3.21
This is the forward-scattering error caused by the
finite acceptance angle of the instrument receiver,
which results in collecting some of the forward-
scattered light. An ideal beam transmissometer
should have an infinitely small acceptance angle, as
the instrument is intended to collect only the unscat-
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Fig. 3. Measurement error expressed as 1 — ¢,,cas/Ctrue @S @ func-
tion of true beam attenuation c,,,,. The measured beam attenu-
ation coefficient, ¢ ..., is calculated from the Monte Carlo radiative
transfer model of the beam transmissometer, and the true beam
attenuation, ¢, is used as input to the Monte Carlo model. The
modeled instrument has a path length of 0.1 m, an initial beam
radius of 0.001 m, a half-angle of beam divergence of 0.8°, a half-
angle of receiver acceptance of 1°, and a receiver radius of 0.0095
m. The Monte Carlo simulations were made for the HG phase
functions with asymmetry parameter g = 0.7, 0.8, 0.9.

tered photons of the primary (source) beam. How-
ever, diffraction effects and the fact that the source
beam is always characterized by some degree of di-
vergence make it impossible to satisfy the require-
ments of an ideal instrument. We note that the
relative error values in Fig. 3 and 4 are similar for
similar optical depths (defined as ¢ X d), which sug-
gests that these results may be used for estimating
attenuation errors for instruments with different
path lengths.

Second, an underestimation error of the measure-
ment increases with increasing true attenuation (or
scattering) coefficient owing to multiple scattering.
This means that the detected radiant power de-
creases with increasing attenuation more slowly than
would be expected if no multiple scattering existed.
This is so because each photon may be ultimately lost
from the beam only once, whereas not every scatter-
ing event makes the photons leave the trajectories
accepted by the receiver. Note that either of two
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Fig. 4. Same as Fig. 3 but for instrument path length d = 0.25 m.
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Fig. 5. Mean cosine of the light field relative to the beam axis
produced by photons within the plane containing the collecting
area of the receiver. The modeled instrument has a path length
of 0.1 m, an initial beam radius of 0.001 m, and a half-angle of
beam divergence of 0.8°. The parameters of the receiver itself are
irrelevant to the results presented, as all the photons (both de-
tected and undetected) reaching the plane of the receiver contrib-
ute to the mean cosine. The calculations were made for the HG
scattering phase function with g = 0.8.

mechanisms can be responsible for photons that leave
these trajectories: First, the scattered photons may
not hit the collecting area of the receiver, and second,
the scattered photons may hit the collecting area of
the receiver at an angle greater than the acceptance
angle of the receiver. The multiple-scattering error
is associated with the fact that there must always
exist some photons that are scattered away from the
receiver by the first scattering event and then scat-
tered back toward the receiver by subsequent scat-
tering event(s). Such photons are detected by the
receiver only because they are scattered more than
once. This phenomenon suggests that there exists a
value of scattering coefficient & above which the light
field reaches an asymptotic radiance distribution
along the instrument’s path length. Further in-
crease of b would not cause any further scattering-
induced changes in the distribution of photon angles
with respect to the beam axis. With no such
changes, no further decrease of radiant power reach-
ing the receiver would be detected, and in conse-
quence one would expect to see a plateau in the plot
of 1 — ¢ ens/Cirue VETSUS Ciye- 1t seems that for the
results presented in Fig. 3 this plateau associated
with the asymptotic field conditions is reached for
Cirue > 400 m™ ', which corresponds to an optical
thickness of 40, given a path length of 0.1 m. An
optical thickness greater than 40 should be sufficient
for approaching these conditions.2 However, a slow
increase in 1 — ¢, 0,s/Cirue Under conditions of asymp-
totic light is still possible (see Fig. 3 for ¢, > 400
m 1), which appears to be caused at least in part by
photons’ being scattered beyond the receiver’s accep-
tance radius. Figure 5 shows the mean cosine of the
light field2 produced by photons at the receiver win-
dow as a function of ¢, (note that c,,,, here is equiv-
alent to the true scattering coefficient, b,,.). The
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Fig. 6. Measurement error of the beam attenuation for several
receiver apertures as indicated by the receiver acceptance radius.
The modeled instrument has a path length of 0.1 m, an initial beam
radius of 0.001 m, a half-angle of beam divergence of 0.8°, and a
half-angle of receiver acceptance of 1.0°. The HG scattering
phase function with g = 0.8 was used in these calculations.

mean cosine provides a measure of the angular dis-
tribution of photons about the main optical axis of the
simulated instrument. For ¢, > 400 m ' the
mean cosine changes, slowly approaching its asymp-
totic value that is somewhat above 0.5. This result
confirms that the light field is close to the asymptotic
state for ¢, > 400 m~'. However, it must also be
noted that the asymptotic mean cosine is a necessary
but not a sufficient condition for the existence of the
asymptotic light field under arbitrary circumstances.

Designing appropriate instrument geometry, espe-
cially determining the size of the collecting surface
and the acceptance angle of the receiver, is important
for minimizing the measurement error. Figure 6
shows the results of modeling for different sizes of
collecting surface (acceptance radii) of the receiver.
The HG phase function with g = 0.8 was used in these
calculations. For an acceptance radius too small to
encompass the entire incoming beam (0.001 m) there
is an overestimation of measured attenuation (see
the lowest curve in Fig. 6 reaching negative values for
the relatively small values of ¢,,,). This is the re-
sult of treating part of the emitted beam as light that
is lost owing to scattering. For all the remaining
acceptance radii (=0.0025 m), the measurement un-
derestimates ¢, over the entire range of ¢;,,.. The
error decreases with decreasing acceptance radius
because of a decrease in unwanted scattered light
that reaches the receiver. Also, the error curves con-
verge for low c,,,. values that approach 0 as all the
radiant power of the source beam hits the collecting
area of the receiver, unless the receiver’s radius is too
small to accommodate the beam. Obviously, the
best acceptance radius of the receiver corresponds to
the smallest collecting surface that still covers the
entire primary (unscattered) beam.

The error of the beam-attenuation measurement
also depends strongly on the acceptance angle of the
receiver (Fig. 7). For the beam with a half-angle of
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Fig. 7. Measurement error of the beam attenuation for several
acceptance angles of the receiver as indicated. The modeled in-
strument has a path length of 0.1 m, an initial beam radius of 0.001
m, a half-angle of beam divergence of 0.8°, and a receiver radius of
0.0095 m. The HG scattering phase function with g = 0.8 was
used in these calculations. The curve for the acceptance angle of
0.5° (which is smaller than the beam divergence) is negative for the
relatively small values of ¢, that are due to losses caused by part
of the beam’s not being accepted by the receiver.

divergence of 0.8°, the use of the receiver with half-
angle of acceptance 6, = 0.5° results in an overestima-
tion of the measured attenuation. For all the
remaining values of 6, examined, the smaller the ac-
ceptance angle, the smaller the measurement error.
The best results are achieved with the acceptance an-
gle equal to the beam divergence because then all the
unscattered radiation is detected and the amount of
unwanted scattered light is minimized. In practice,
however, the acceptance angle should probably be
slightly larger than the beam divergence to account for
possible imperfections in the stability of the beam ge-
ometry and mechanical aspects of the instrument.
Figure 8 compares the measurement error of the
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Fig. 8. Comparison of the measurement error of the beam atten-
uation for all the scattering phase functions considered in this
study. The modeled instrument has a path length of 0.1 m, an
initial beam radius of 0.001 m, a half-angle of beam divergence of
0.8°, a half-angle of receiver acceptance of 1°, and a receiver radius
of 0.0095 m.




Table 1. Relative Forward-Scattering Error Expressed as 1 — Crneas/
Cyrue fOr Various Scattering Phase Functions®

Phase Function 1 = Creas/Cirue CPF (1.0°)
HGg=0.7 0.0432 0.0474
HGg =108 0.0689 0.0768
HGg =109 0.148 0.162
Petzold 0.159 0.160
bub98 0.495 0.506
bub87 0.486 0.498
bub76 0.641 0.647
bub65 0.681 0.684
bub54 0.754 0.757
bub43 0.801 0.803

“The modeled instrument has a path length of 0.1 m, an initial
beam radius of 0.001 m, a half-angle of beam divergence of 0.8°, a
half-angle of receiver acceptance of 1°, and a radius of collecting
area of 0.0095 m. For comparison, the values of the cumulative
phase function (CPF) integrated over the range of scattering an-
gles from 0° to 1° are given. The bubble phase functions are
referred to as “bubxy,” where x and y define the void fraction range
from 10 ¥ to 10 7.

beam attenuation for all the phase functions consid-
ered in this study. At relatively small values of ¢;,.,e,
the error is much larger for the bubble phase func-
tions than for the remaining phase functions. For
sufficiently small values of ¢, in the single-
scattering regime the error is caused primarily by
forward light scattering at angles less than 1°. For
higher values of ¢, the forward-scattering error is
superimposed upon the multiple-scattering error.
The multiple-scattering error increases with ¢ .
As a result, for large values of ¢, the total error is
weakly dependent on the type of phase function.

The measurement error caused by forward scatter-
ing is quantified by the departure of 1 — ¢, 00/ Cirue
from the value of 0 for small values of true attenua-
tion in the single-scattering regime (the leftmost
points in Fig. 3, 4, and 6-8, that satisfy the condition
Cirue @ < 0.3). Table 1 summarizes the forward-
scattering error for all phase functions. This error
results in underestimations of beam attenuation by
approximately 4-15% for the HG phase functions,
16% for the Petzold phase function, and 50—80% for
the bubble phase functions. These differences are
explained by the fact that the proportion of forward
scattering at small angles of 0°~1° is much higher for
the bubble phase functions than for other phase func-
tions (Fig. 2). Table 1 also shows that the cumula-
tive phase function integrated over the scattering
angles of 0°-1° provides a good measure of forward-
scattering error.

The major portion of the range of ¢,,.,, considered in
this study represents conditions with significant
multiple-scattering effects. Itis therefore of interest
to separate the contributions of forward-scattering
error and multiple-scattering error to the total error.
One can achieve this separation by appropriately ac-
counting for the forward-scattering error with an al-
ternative definition of the beam-attenuation
coefficient. According to this definition, only the
scattering that occurs at scattering angles greater

1,00

HG g=0.7

HG g=0.8

HG g=0.9
Petzold (harbor)
bub98 550nm

——
—0—
07541
——
—-—

—0— bub87 550nm
——
——
—Ah—
——

bub76 550nm
bub65 550nm
bub54 550nm
bub43 550nm

0,50 1

0,25 +

0 25 50 75 100 125 150 175 200
_ -1 _ -1 -1
(c=1.0m )c, (c=1.0m") [m]

Fig.9. Multiple-scattering error expressed as a ratio of 1 — ¢ ./
Corue 10 Crneas/Cirue TOT Cirue = 1 m™ ! plotted as a function of ¢y,
multiplied by ¢peas/Corue 0T Cirue = 1 m~1. Both variables are
subject to multiple scattering after the effects of forward scattering
at angles of <1.0° are removed. The relationship is shown for all
the phase functions examined in this study. The modeled instru-
ment has a path length of 0.1 m, an initial beam radius of 0.001 m,
a half-angle of beam divergence of 0.8°, a half-angle of receiver
acceptance of 1°, and a receiver radius of 0.0095 m.

- (cmeaslctrue)] * (Ctrue(1 0 m-1)/cmeas(1 0 m-1))

*
Ctrue Cmeas

than some small threshold angle contributes to the
beam attenuation. Such an alternative beam atten-
uation, c,y;, is smaller than the true beam attenuation
by the amount of forward scattering at angles from 0°
to the threshold angle. If the threshold scattering
angle is appropriately selected to match the half-
angle of receiver acceptance, the alternative defini-
tion makes it possible to achieve closure between c,y;
and actual measurements of the beam attenuation.2?
Note also that the difference c,;, — ¢ue represents in
effect the forward-scattering error that we are inter-
ested in separating from the multiple-scattering er-
ror.

Figure 9 shows similar results to those in Fig. 8
with the exception that the effect of the forward-
scattering error has been essentially removed. This
removal is based on the fact that the multiple-
scattering error is negligible in the single-scattering
regime, so we can treat the calculated values of 1 —
Creas/Cirue @t sufficiently low values of ¢, (such as
1.0 m ™) as estimates of the forward-scattering error.
Instead of plotting 1 — ¢,,0ns/Ctrue VETSUS Cirye @S IN
previous figures, we show in Fig. 9 the relationship
between the variables appropriately modified. Spe-
cifically, the vertical axis shows the 1 — ¢,,00s/Cirue
value divided by ¢,,e0e/Cirue fOT Cirue = 1 m™ 1, which
represents the multiple-scattering error. The hori-
zontal axis shows the true attenuation Cere multi-
plied by ¢peas/Cirue fOr Chuwe = 1 m™°, which
approximates the alternative beam attenuation, c,y,,
for the threshold scattering angle of 1.0°. Thus both
variables in Fig. 9 are subject to multiple-scattering
effects with the forward-scattering effects removed.
The normalized ratio of ¢,,,.s/Ctrue @approaches 1 at
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Fig. 10. Measurement error expressed as 1 — €, eas/Cirue S @
function of true scattering coefficient b,,,. for several values of
absorption coefficient a, as indicated. An absorption value of as
much as ¢ = 20 m~! was added with no significant effect on the
calculated measurement error. The modeled instrument has a
path length of 0.1 m, an initial beam radius of 0.001 m, a half-angle
of beam divergence of 0.8°, a half-angle of receiver acceptance of 1°,
and a receiver radius of 0.0095 m. The HG scattering phase
function with g = 0.8 was used in these calculations.

sufficiently low c,;, which indicates that the
multiple-scattering error naturally vanishes in the
single-scattering regime. At higher values of c,;; the
multiple-scattering error is similar for all the bubble
phase functions examined. The result could be ex-
pected because Fig. 1 shows that the bubble phase
functions are virtually identical above 1° and because
the forward-scattering correction in Fig. 9 accounts
for the differences in the phase functions below the
scattering angle of 1.0°. However, the differences in
the multiple-scattering error are significant if other
phase functions are included in the comparison. For
example, at ¢, = 100 m~ !, multiple scattering re-
sults in underestimations of the beam attenuation by
8%, 15%, and 28% for HG phase functions with g
values of 0.7, 0.8, and 0.9, respectively. The Petzold
phase function has a multiple-scattering error of
11%, whereas the six bubble phase functions have the
smallest multiple-scattering error, of less than 3%.
Recall, however, that these errors are superimposed
upon the forward-scattering error, which was highest
for the bubble phase functions and lowest for the HG
function with g = 0.7 (Table 1).

All the results above were obtained for the medium
with a small absorption coefficient corresponding to
pure water absorption at 550 nm, which maximized
the number of photons reaching the receiver and thus
minimized the statistical error of the Monte Carlo
simulations. However, increasing the absorption
coefficient to 20 m ! does not significantly change the
measurement error for the same amount of scattering
(Fig. 10). This result should be expected, as the
source of both types of measurement error discussed
in this paper is scattering. The absorption associ-
ated with a potential path length increase owing to
scattering does not seem to influence the measure-
ment error. The calculated average path lengths of
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photons accepted by the receiver were only minimally
affected, even with massive multiple scattering, as
long as the beam was thin and the receiver’s accep-
tance angle and acceptance radius were small as in
the present simulations. For example, for &6 = 100
m ™! and for the typical parameters of the instrument
that has a path length of 0.1 m as described above,
the relative path length increase for photons detected
was less than 0.1% for all the bubble phase functions,
0.5% for the Petzold phase function, and 0.3% for HG
phase functions with g = 0.7, 0.5% for g = 0.8, and
0.6% for g = 0.9.

The multiple- and forward-scattering errors are
negligible for pure seawater. In pure water the
multiple-scattering error would be measurable only
for instrument path lengths of the order of tens of
meters because the molecular scattering coefficient at
visible wavelengths is low. The forward-scattering
error is also small because the Rayleigh phase func-
tion (a good approximation for pure water) lacks a
large forward peak. The fraction of radiant power
scattered at small forward angles of 0°-1° is only
0.00023 of the total scattering coefficient. Our
Monte Carlo simulations for the default parameters
of the beam transmissometer showed that the rela-
tive forward-scattering error for pure water is only
0.034%. This negligible effect makes it possible to
use all results of our study in the context of the mea-
surement of the particulate beam-attenuation coeffi-
cient in which pure water is used as a reference. In
such a context, ®, in Eq. (1) is replaced with @,
which represents the radiant power detected by the
instrument in pure seawater. Because forward-
scattering and multiple scattering (for an instrument
with a typical path length) contribute less than 0.1%
to the relative error in ¢, of pure water, the error in
Cmeas 1N Eq. (1) is almost identical, regardless of
whether we use @, or ¢,

4. Conclusions

Our three-dimensional Monte Carlo simulations of
radiative transfer for the typical geometry of the
beam transmissometer used in oceanographic mea-
surements of the beam-attenuation coefficient con-
firm the generally accepted view that the optimal
design of the instrument should have both the accep-
tance angle and the collecting surface of the receiver
as small as possible to accommodate the light beam.
The light beam should be as thin and collimated as
possible because these beam characteristics deter-
mine the extent to which the radius of the collecting
surface and the acceptance angle of the receiver can
be reduced.

The forward-scattering error associated with the
detection of photons scattered at very small angles
(generally less than 1°) and the multiple-scattering
error associated with the detection of photons scat-
tered more than once along the path length of the
instrument are the main sources of error in the mea-
surements of the beam attenuation. One significant
challenge for accurate determination of beam atten-
uation in the ocean is the presence of bubble clouds



entrained into the surface layer by wave breaking.
High-density bubble clouds are characterized by high
values for the scattering coefficient (and hence the
beam attenuation), and the bubble scattering func-
tions are highly peaked in the forward direction. In
this study we have determined that, because of
forward-scattering error, the typical beam transmis-
someter with a receiver acceptance half-angle of 1.0°
and a path length of 0.1 m will underestimate the
beam attenuation by 50—80% (depending on the bub-
ble size distribution and the associated scattering
function). Such large errors call for careful correc-
tion of the attenuation measurements in the presence
of bubble clouds or, alternatively, for the use of an
alternative definition of the beam-attenuation coeffi-
cient as suggested by Pegau et al.2?” The multiple-
scattering error depends on the magnitude of
scattering. For the bubble clouds that have a true
beam attenuation of as much as 100 m 2, this error is
no more than a few percent.

For the scattering functions that are less peaked in
the forward direction than the bubble functions, the
forward-scattering error is smaller but the multiple-
scattering error is larger. For the Henyey-
Greenstein scattering functions with an asymmetry
parameter of 0.7—0.9 and the Petzold function from
San Diego Harbor (which may represent some assem-
blages of particles suspended in natural waters), the
forward-scattering error is 4-16% and the multiple-
scattering error is 8—28% (for a beam attenuation of
100 m~ ). However, given the realistic concentra-
tions of particles and the associated magnitude of the
beam attenuation (significantly less than 100 m ') in
most natural waters including turbid coastal environ-
ments, the multiple-scattering error that is due to
particles is expected to be lower than the forward-
scattering error that is due to particles.

This study was supported by the U.S. Office of
Naval Research Hyperspectral Coastal Ocean Dy-
namics Experiments (HyCODE) program (grant
N00014-02-1-0190).
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