Sound-speed measurements in the surface-wave layer
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Wave breaking at the surface of the ocean entrains bubbles, significantly modifying the phase speed
and attenuation of acoustic waves propagating through the resulting two-phase medium. An
autonomous buoy system was developed that directly measures sound speed at 3.33, 5, and 10 kHz
at seven depths ranging from 0 T m through the use of a travel-time technique. Simultaneous
measurements at each depth are obtained at a 2-Hz rate, allowing observation of the unsteady
sound-speed field from individual bubble injection events, as well as the calculation of mean sound
speeds. The travel-time technique allows a direct measurement of the sound speed, eliminating the
uncertainties common with inferring sound speeds from bubble population data. The sound speed
buoy was deployed in the North Atlantic during the winter of 1993-94 as part of the Acoustic
Surface Reverberation Experime@SREX). Our aim was to characterize the highly variable
near-surface sound-speed field under varying environmental conditions. Forty-three days of data
were obtained spanning several storm cycles with wind speeds and significant wave heights
reaching 20 m/s and 8 m, respectively. During periods of intense wave breaking, average sound
speeds below 1000 m/s were observed at the 0.7-m measurement depth while instantaneous sound
speeds during individual events approached values as low as 300 m/s. Furthermore, the data suggest
that the dispersive effects of bubbles may extend to frequencies as low as 5 kHz near the surface
during storms. Strong correlations of the mean and rms sound speed with the overlying wind and
wave fields were found. €997 Acoustical Society of Amerid&80001-496@07)02711-2

PACS numbers: 43.30.Es, 43.30.Nb, 43.30.53AC-B]

INTRODUCTION low-frequency scatter during high wind speeds suggest that

entrained bubbles near the surface change the nature of the
The study of breaking waves and the associated bubblgsckscattef:®

injection has received considerable attention from acousti-  \ethods used in the past to measure bubbles and their
cians and oceanographers interested in air-sea interactioffstriputions have included both optical and acoustical tech-
During periods of rough weather, the scales of wave breakﬁiques. Optical techniques pioneered by Johnson and

ing tend to increase with increasing sea states, vigorouslyjookéo and later used by othéfs'®are plagued by small

mixing the surface W"?“ers and injecting .bubbles !nto the Wa'sampling volumes, especially for large bubbles, and the fail-
ter column. Observations of bubbles using a variety of tech-

: how thei to depths ¢10 hile th ure to identify small bubbles. However, a recent develop-
niques show Iheir presence fo depths m while €~ hent of an optical “depth of focus” technique offers prom-
bulk of the entrained air resides in the first few meters belovxfSe of resolving bubble radii ranging from 20 to 1002
the surface. Bubble cloud®r plume$ form as a result of 9 ging )

wave breaking, with near-surface turbulence and Langmui-rrhe techniques used have been slow in their sampling rates

circulations contributing to their evolutior? Wave breaking IOE)OJ' H3 or of sh_ort_ duratior(30 min), andl most require

also plays a primary role in the dissipation of energy in the 200rous processmgn Some cases, manua count)_n@_e-
' : Spite the shortcomings of past optical data, the findings of

éohnson and Cook2of a slope in the bubble size distribu-

currents and turbulence. This turbulence is thought to be th 3 Y .
on ofa™® toa™ *~ (for bubble radiia greater than 6@m),

main source of mixing in the near-surface waters, enhanciné i )
both heat and gas transfer across the interface as been incorporated into models of gas transfer and acous-

Interest in the acoustical properties of entrained bubble&C propagat_ior?:lS Due to data storage and processing con-
has existed for a number of years, stemming from the introStraints, optical techniques are currently unsuitable for a re-
duction of sonar systems in World War II. Theory and ob-motely operated system which would be used for obtaining
servations show that bubbles can be both efficient scattef§nd time series 0D(1 month duration.
and absorbers of sound. For example, for acoustic frequen- Acoustic methods of measuring bubbles are attractive
cies at or near its lowest resonant frequency, a bubble haskgcause of the ability to design robust equipment for the
scattering cross sectia(1000 times that of a solid particle harsh operating conditions of the surface layer and the exis-
of similar dimensions. Furthermore, both individual reso-tence of digital signal processing techniques designed for
nances and collective oscillations of groups of bubbles aréarge amounts of data. Botm-situ and remote acoustic
known to contribute significantly to the ambient noise specimethods have been used in past bubble studies.inFsiu
trum of the ocea:-’ One area of recent interest has been themethods initiated by Medwin and his colleagtfes® used a
effect of near-surface bubbles on low-frequency scatteringariety of techniques to study bubbles and their affects on
and reverberation from the air—sea interface. High levels o&coustics in calm conditions. Studying the scattering and ab-
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sorption of sound pulses over a range of frequencies, they 1600

inferred bubble populations over time-averaged sig@d[E0
min) in watess 3 m and deeper. Later work included the 1400 |
measurements of dispersive and nondispersive sound speed:
Sound speeds were calculated by measuring phase shifts in ¢ 1200 |
continuous-wave signal between two fixed hydrophones.
Again, this work was done in relatively deep water and under 2 1000 .
benign conditions. More recently, Medwin and his col- &
leagues have developed a bubble resonator that measures th § 200
response of bubbles ensonified in the resonant chatiiger. & |
drawback of this device was the long sampling period of 10 g
s. An excellent review of the performance of this device in 3 600 -
the laboratory is given by Si.
Efforts to remotely measure bubbles in the surface layer 400
have been made by Vagle and FarrfleBackscatter data
from multifrequency, upward looking sonars was interpreted 200 |
to provide bubble size distributions for radti10—100xm.
Bubble size distribution slopes were reported to vary from 0 ; , ; ; ,
—1 to —8 during 45 min of sampling. In earlier work, 107 10¢ 10° 10* 103 10? 10!

Farmer and Vagfé integrated over the measured bubble
populations to arrive at a void fraction, defined @&s
=(4/3)w[a®n(a)da [typically n(a) is defined as the num- FIG. 1. Wood's curve showing sound speed as a function of void fraction.
ber of bubbles per fper micron radii incremeiht Using

known relationships between low-frequency sound speegertical array of instruments, simultaneous measurements of
and void fraction of air in watef}** a depth profile of the  sound speed were made at several depths, starting at 0.5 m
sound-speed anomaly due to air injection from breakingand extending to 4 m, at sampling rates of 4 Hz. The high
waves was calculated. For winds of 12 m/s during theremporal resolution of the system allows observations of the
FASINEX experiment, a sound-speed anomaly of 19.0 m/ghanging sound-speed profile due to wave breaking.
(B~10"°) at the surface was reported. Experiments were conducted off San Diego, California

More recent efforts to directly measure near-surfaceand in Buzzard's Bay, Massachusetts. For both sites, winds
sound speeds were undertaken in a series of field measurgever exceeded 8 m/s. During the experiments, the instru-
ments by Lamarre and Melvill®:*® Their direct measure- ment was tethered to the support ship where data acquisition
ments of sound speed eliminates the difficulties involvedand control systems were located. At a depth of 0.5 m, ob-
with inferring sound speeds from bubble populations or voidservations of recently generated bubble plumes produced re-
fractions. Lamarre and Melvilfé pointed out that uncertain- ductions ofO(800 m/$ while several reductions dd(100
ties in bubble population data, especially for large bubblesg/s) were frequently measured during moderate wind condi-
can lead to large errors when interpreting upward lookingions. Averages of the sound-speed reduction time series
sonar data for sound-speed profiles. The integrals used fatere computed for the various depths to investigate the
calculating void fraction are sensitive to both the slopes ofdepth dependence of the sound-speed field. For winds of 7 to
the power laws that describe the bubble size distributions ang m/s, an exponential decrease with depth was observed in
the limits of bubble sizes over which the integration is per-qualitative agreement with the sound-speed profiles inferred
formed. by Farmer and Vaglé however, significant differences

At acoustic frequencies much less than the resonant fravere found in the constants used to describe the exponential
quencies of the bubbles in the air/seawater mixture, théit. Attempts at parametrizing the average sound-speed re-
speed of sound is,=1/(pmKm) 2, where the density and ductions with the wind speed offered some correlation but
compressibility of the mixture are given ky,=Bpa+ (1 significant scatter in the data suggested the need for a larger
—B)pw andK = BK,+(1—B)K,,, respectively. Since the data set.
density and compressibility of the mixture depend upon the  Lamarre and Melville extended the measurements to in-
amount of air entrained, the sound speed is a function of thelude simultaneous sound-speed measurements at multiple
void fraction of air. This low-frequency limit of the sound frequencies from 5 to 40 kHz. A broadband pulse was band-
speed is given by Wood’'s curve shown in Fig. 1 and hagass filtered at various frequency bands, allowing travel-time
been shown to be valid for sound speeds as low as 33’m/s.and attenuation measurements to be made at the various
It is clear that the sound speed is sensitive to void fractiorbands. In the 8-m/s winds, the sound speed was observed to
with the reduction providing an excellent indication of en- be nondispersive at frequencies below approximately 20
trained air. For example, at void fractions (10 %) the  kHz.
sound speed is roughly halved. In Sec. | of this paper, an autonomous buoy system de-

The instrument developed by Lamarre and Melville signed for long-term sound-speed measurements in the sur-
measured travel times of acoustic pulses transmitted acrossace wave zone is described. Section Il describes the ASREX
horizontal pathlength of approximately 400 mm. Using afield experiment. Section Ill summarizes the quality of the

Void Fraction
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Full scale drifter tests of the buoy system and its various
components were carried out off Pt. Conception, California
in an attempt to match the severe conditions expected in an

T Atlantic winter. Video studies of the buoy motion in 3.6-m
seas revealed the buoy followed the longer wapesiods of

8 s and greatemwith heave around: 10 cm. In these tests,
pitch and roll were limited to approximately 15°.

The travel-time technique employed on the sound-speed
. buoy is similar in principle to the design used by Lamarre
and Melville?®?® The system was required to operate au-
tonomously for a period of a few months, dictating some
important aspects of the design: the resolution of the system
is in the range of 2—5 m/s, measurements can be made si-
multaneously at seven discrete depths at a rate of 2 Hz, and
| 76m the required computing power is relatively modest. Further-
1 more, the system is robust, a requirement for extended op-
ul eration in the harsh conditions of the near-surface wave-
| | breaking zone in the North Atlantic during the winter.
VL Each sound-speed module is composed of a rigid A-
W/ shaped frame with a transmit and receive transducer at the
base of the “A.” Extensive laboratory acoustic testing of the
o~ A-frame and spar connection was conducted to avoid struc-

tural interference with the acoustic signals. An I.T.C. model

FIG. 2. Schematic of the sound-speed buoy system. Insets include the in-o' 1032 transmit transducer and an I.T.Q. model no. 1042
verse catenary of the deep water mooring and a plan view of the soungjydmphone were selected because of their resonant frequen-
speed modules which affix to the spar of the buoy. cies and response levels. The two modules nearest the sur-
face have a 0.5-m pathlength to prevent multipath problems

. resulting from surface reflections. The deeper modules have
data and establishes error bounds on the measurements. Sec-" .
. . nominal pathlength of 1 m. Seven modules were spaced
tion IV consists of analyses of the mean and rms soun

. . vertically at the following depths below the water line: 0.69,
speeds in the context of the environmental parameters me "02 158 1.96. 2.96. 4.44. and 6.94 m. The uneven vertical
sured during the experiment. In Sec. V the fine scale prop- "= 2~~~ - " ' )

erties of the sound-speed field are examined, providing inSpacing of the modules provides a higher vertical resolution

sight into the variability of the near-surface layer. Section VIOf the sounq-spegd field near the water surface where the
Igrgest gradients in sound speed are expected.

concludes the paper with a discussion of the results obtaine The sound speed is calculated through the direct mea-
from the analysis. : .
surement of the travel time of an acoustic pulse across the
pathlength between the transmit and receive transddcer.
The acoustic pulse is approximately three periods of a dis-
|. EQUIPMENT DESCRIPTION crete frequency. The amplitude of the pulse is windowed to

A buoy was designed to support the acoustic instrumenpreven.t impulsive loading of the transducer. The pulse Is
y g PP ent with a center frequency of 3.33, 5, or 10 kHz. The signal

tation under a wide range of sea states. The resulting strucSnt . . .
ture has an overall length of 10.7 m with a maximum diam__recelved at the hydrophqne S Fransmltted via cable to the
eter of 2.44 m at the waterlirisee Fig. 2 It is composed of instrument case where it is digitized and processed.

three main sections: a surface tower fabricated from stainles OTDE"’(‘;[i' Iacqu&slltlonl ngsor?erforrﬂeld. \tNItP a E?QBOO_K
steel, a central buoyancy section, and a subsurface spar sec* ne., Lievelan oparallel interface data acqui-

tion. The tower provides mounting locations for solar panelss't'on system that was connected to a Compaq 486/33 note-

ARGOS transmitters, radar reflector, and a navigation be pook compute_r. Th? DAQBOOK obtains 1.28 samples of
con. An instrument case, housing the electronics and da oth the electrical signal sent to the transmit transducer and

acquisition system, is mounted at the base of the tower. Th € received acou;tic signal at a rate of 5.0 KHz per chanpel.
buoyancy is provided by a Seaward International toroid float he pulse tra\_/el times are .calculated via cross-corregann
with 2950 kg total buoyancy. The center well of the toroid istechnlques_ using fast Fourier transfor(rﬁF‘I") methods’:

filled with a battery pack connected to both the instrumentﬂ1e travel “”!es are stored on the computer’s hard disk along
case and the solar panels. The 7-m subsurface spar, fabW—'th the received signal amplitudes.
cated of three sections of 203-mm-o0.d. aluminum tubing, i%
the mounting point for the sound-speed modules and othe
sensors. A counterweight at the bottom of the spar provides The Acoustic Surface Reverberation Experiment
additional stability. The three sections are designed to profASREX) was a multi-investigator experiment designed to
vide ease of assembly prior to deployment and simplify shipexamine the effects of rough weather on sea-surface scatter-
ping of the buoy when disassembled. ing and reverberation at frequencies below 1000 Hz. Several

=

#_. EXPERIMENT DESCRIPTION
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instruments were deployed at both surface and subsurface 9

locations housing a variety of acoustic and meteorological 3000

instruments. Participants in the experiment included scien- 2500

tists from the Institute of Ocean Science, Candtas), g 2000

Scripps Institution of OceanographislO), University of =1 ‘
Miami, and Woods Hole Oceanographic InstitutighHOI). & P91

The acoustic instrumentation consisted of the University of E 1000 -

Miami's low-frequency source and vertical line array, up- “  s00

ward looking and sidescan sonars deployed by the 10S 0 | | |

group, and the Scripps sound-speed buoy. Environmental 1200 1300 1400 1500 1600

conditions were monitored by two surface buoys deployed
by WHOI. The first was a Seatex Wavescan buoy which ‘
measures the surface gravity wave field through the interpre- »
tation of the buoy’s pitch and roll data. It is able to resolve 3000
the directional wave field over wave periods ranging from 2 2500 |
to 30 s.(Seatex, Trondheim, Norw#ay® The second buoy
was a 3-m discus budigimilar to those used by the National
Data Buoy Centgrwhich contained a full suite of meteoro-
logical sensors including wind speed and direction, sea-
surface temperature, and barometric pressure. A detailed de 500
scription of the experiment, including equipment summaries, o ‘
deployment procedures, sampling strategies, and personne 1400 1500 1600 1700 1800
involved can be found in Galbraitét al >

The deep water mooring for the SIO buoy was designed
and built by the Woods Hole Rigging Shop for the ASREX g 3. Example time series of 3.33-kHz sound speed(@omoderate sea
experiment(see Fig. 2. The mooring was designed to keep state(H,5=2.3 m, U;4=11.2 m/3 and(b) extremely rough conditions 13.5
the buoy secure throughout the winter yet minimize any efh later (Hys=4.2m, U3,;=12.0m/3. Bad data points include those that
fects the mooring may have on the buoy’s ability to follow exist at vglues much.greater than the bubble-free sound speed as well as the
the surface waves. The instrumented buoy was moored to séngle points that exist near 700 ms.
subsurface float at 500-m depth through an inverse catenary
which decoupled the surface buoy from the mooring duringErated on a 44% duty cycle to extend the data storage capac-
periods of high currents. A scopghe ratio of horizontal 'ty @nd battery power. The buoy operated with a schedule of
distance to depiof 2.62 was used between the surface buoy40 min on/50 min off with a travel-time measurement samplg
and the subsurface float at 500 m. The mooring was conrate of 2 Hz per module. The center frequency of the acoustic
nected to the buoy through the use of a guard surface flo&U!Se used for the measurement was changed at each new
that further decoupled the mooring from the buoy. The con40-min sampling period. Hence a 40-min time series of 3.33-

nection between the guard float and the buoy was composefiiZ sound-speed data would be available every 4.5 h over
of 30-m 3/8-in. chain covered by large diameter Tygon tub_the duration of the deployment. Sound-speed averages, bat-

ing. Small floats were connected to the surface tether at in€"Y voltages, and buoy position were telemetered to shore

tervals of approximately 0.75 m to provide buoyancy. aVia the ARGOS system on a dalily basis.
similar design has been used in mooring the Seatex Wave-
scan buoy in deep water, successfully allowing the buoy tq. paTA
obtain unbiased wave measurements.

The moorings were set in the Atlantic at roughly 34
70 °W in mid-December 1993 using the R/WWKRR oper- Upon recovery of the buoy, it was discovered that only
ated by WHOI. Nominal water depth was 4500 m. The43 days of data were recorded, somewhat less than the de-
mooring site was chosen for the flat bathymetry which al-sired 3 months. Close inspection of the system voltage over
lowed accurate placement of the subsurface instruments ithe duration of the deployment showed a sudden drop from
the water column, and for the rough weather conditions typiwhich the buoy never recovered on 21 January 1994. Postre-
cal of an Atlantic winter. After deployment of the sound- covery inspection of the buoy showed evidence of abrasion
speed buoy, observations of the buoy motion under rougim one of the submerged cables, resulting in exposure of the
conditions became available as the winds quickly rose to 5@onductors to seawater. Other nearby instruments also expe-
kn and peak wave heights were estimated to reach 12 mmienced similar cable degradation to varying degrees. This
Video of the buoy motion again revealed a maximum pitch/was attributed to fish bite. With the conductors grounded to
roll of approximately 15° and negligible heave. After a 3 seawater, the buoy’s batteries drained below acceptable sys-
month deployment, the moorings were recovered using theem operating levels.
R/V EDWIN LINK operated by Harbor Branch Oceanographic Directional wave data from the Seatex buoy and meteo-
Institution under more favorable seas. rological observations from the 3-m discuss were success-

For the 3 month deployment, the sound-speed buoy opfully obtained by WHOI over the interval of sound-speed

time (seconds)

2000 4

1500

1000

Sound Speed (m/s)

time (seconds)

°N A. Data available
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Sound Speed (m/s) FIG. 5. The sound-speed time series of Fig. 3 after the bad data points are

removed and replaced with the average of the neighboring points. Again,

FIG. 4. Scatter plots of sound speed versus received signal amplitude fdf the moderate sea state aiwl is the rougher conditions.

both the previously shown time series duriiaja moderate sea state afil

rougher conditions. The dashed line is the criterion used to remove bad data o
points. over the course of the measurements. These uncertainties are

similar in magnitude to the resolution of the system due to

o ] sampling rates of the acoustic signals.
measurements, providing the necessary environmental mea- ag with any new instrument, the quality of the sound-

surements for comparison with our data set. The meteoraspeeq data required assessment. It was expected that during
logical measurements show that for the 43 days of operationyireme weather, ambient noise and signal attenuation may
seven intense storms lasting 2 to 3 days passed over the arrgyyse the signal-to-noise ratio to drop below acceptable lev-
of moorings. All storms had winds exceeding 15 m/s accomygis for accurate travel-time measurement. To what extent this
panied by significant wave heights of several meters or morgyoyid occur was unknown because of the novelty of the
measurement under these extreme conditions. After examin-
ing the data for the seven depths, it appeared that data from
B. Preprocessing of acoustic data the_: two shallowest meas_urements conf[ained_ some spurious
' points during periods of intense breaking. Figure 3 shows
In order to calculate the sound speed from the traveliwo time series of 3.33-kHz sound-speed data measured at
time data, accurate measurements of the acoustic pathlengiliy m during a storm event. Time serigs is representative
are needed for each sound-speed module. This pathlengtli the sound speed during a moderate sea steigs;
includes any differences between the physical and acoustie 2.3 m,Uq=11.2 m/$ while time seriegb), obtained 13.5
centers of the transducers, and any changes in the separationiater, represents much rougher conditiqht;;=4.2 m,
of the transducers due to unforeseen incidéas., fish hits. U,0=12.0 m/3. Two features present in both time series,
A convenient method of measuring the pathlength is to us¢hought to be bad data points, are the isolated points at levels
travel-time data obtained during very calm periods, whermuch greater than the bubble-free sound speed
few bubbles exist in the water column. Since the bubble-fre¢=1500 m/s) as well as single data points that seem to occur
sound speed can be accurately calculated using temperatutear 700 m/s.
and salinity informatiori* anin-situ acoustic pathlength may Some insight into recognizing bad data points of the
be computed during various times throughout the deploytime series is possible if scatter plots are made of the sound
ment. The acoustic pathlengths were computed using fowspeed against the ratio of the amplitude of the received to
calm periods in the 43 day record and found not to vary bytransmitted signal. Figure 4 shows the corresponding scatter
more thanO(0.00) m for any of the seven modules. Resolv- plots for the time series in Fig. 3. Three distinct clusters
ing the standard deviations of the pathlength measuremengppear in the two plots: good data consisting of the majority
as a sound speed, the sound-speed module’s error due ¢bthe points and two groupings of questionable data result-
variations in pathlength would be approximatety3 m/s  ing from different mechanisms. The first grouping of bad
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FIG. 6. Color contour plot of the response of the sound-speed field to a large single event. A region of very low sound speed exists near the{@@ace for
s while at depth, the reductions are smaller and last for shorter periods of time. The high-frequency oscillation visible in the figure is attributed to orbital
motions of the waves advecting the bubble cloud past the sensors.

data is composed of the points of very large sound speed bgimilar scatter plots over the 43 day record. Careful exami-
with small amplitude. These points are attributed to a lownation of the bad data points reveals that they usually are
signal-to-noise ratidSNR), i.e., the signal level is too low single-point anomalies in the 2-Hz ddta., they are discon-
for the cross correlation to effectively find the arrival time of tinyous with their neighboring pointsproviding confidence
the transmitted acoustic wave. If the transmitted acousti¢, ine criterion used to identify bad data. Once the bad data

pulse is masked by ambient noise or attenuation, IOW"e'V?oints are identified, they are replaced with the average value

electrical cross talk between the transmit and receive tran ¥f their neighbors, providing a gap-free data &y, 5).

ducer cables may be cross correlated, resulting in very short A final feature present in the scatter plots of Fig. 4 that

travel times(large sound speefs : ) )
The second group of the bad data points are those thﬁeserves mention are the groupings that begin to appear near

appear shifted~700 m/s from the central cluster of good 360 m/s. These data points are found to exist during large
points. These points occur because the peak of the cro§yents of sound-speed reduction, lasting for several seconds
correlation is shifted in time by one period in the three periodoefore the measured speeds begin to rise, presumably reflect-
acoustic pulse. The resulting calculated sound speed is thefg the presence of high void fractions and subsequent de-
gassing. The groupings arise as a consequence of the acous-
L tic pulse delayed beyond the width of the analog-to-digital
C= T+—Tx (N sample window, resulting in the received pulse being clipped
in time. When this occurs, the time delay which results from

whereT, is the period of one 3.33-kHz wavelength. Using the crpss-cqrrelation peak may result i_n erroneou; yalues.
scatter plots of sound speed and amplitude over the 43 dayfarOuPing arises from the cross-correlation peak shifting by
of data, an empirical criterion for bad data points was arrive®™ dependent on the integral number of wavelengths the
and that effectively separates the bad data results from tHeulse is delayed outside the window.

erroneous phase shifting. The dashed lines shown in Fig. 4 In light of previous laboratory work, it is not surprising
show boundaries by which good data is separated from baithat the near-surface measurements are reduced to levels be-
data. The criteria were empirically selected after analyzindow 360 m/s, which corresponds to void fractions in excess
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a) the sound velocimeter over the course of a measurement
cycle, which in turn, is dependent on the sea state and mea-
surement depth. Typically at the 0.7-m measurement depth
during rough weather, uncertainty in the mean reduction is
10—-20 m/s or0(5)%. The next measurement depth at 1 m
typically containsO(1)% uncertainty while the deeper mea-
surements always contained much less than 1% bad data,
. b) resulting in negligible uncertainty of the mean reduction. For
the remainder of this paper, the reported mean sound speeds
at the shallowest depths are the largapre conservativeof
g 44 the two valuegthe smaller mean reductipn

5 While the average data reflect the results of rough
weather on the sound-speed field, they do little to show how
the field responds to individual breaking events. Figure 6
058 © shows a color contour plot of the sound-speed field in the
presence of a large bubble cloud that resulted from a nearby
breaking wave. Time in seconds is shown on the horizontal
axis, depth in meters is represented on the vertical axis, and
sound speed is represented by color. Pixels between the
seven measurement depths have been linearly interpolated to

d) arrive at a smoothed figure. For this particular event, the
215 sound speed is drastically reduced at the surfad®(&00)
210 m/s for 30—40 s. A few meters deeper, reduction®©¢f00
205 m/s appear but tend to last for shorter time periods. It is
200 short-lived events like the one showalso visible in later
195 figureg that are primarily responsible for injecting air into
190 Lt | | ! | ! ! i the water column and lowering the mean sound speeds.
345 350 355 360 365 370 375 380 385
1993 Year Days IV. PROCESSED DATA: 40-MIN AVERAGE SOUND

; ) . - . SPEEDS
FIG. 7. Time series of the environmental conditions while the sound-speed

buoy was operationala) Wind speed corrected to 10-m heigttt) Signifi- A. 3.33-kHz data summary

cant wave height(c) Surface currents measured at 5-m depih.Sea sur- .

face temperature measured at 1-m depth. Successful operation of the sound speed buoy for 43
days provides data for analysis over a wide range of envi-
ronmental conditions. Figure 7 presents time series of wind

; ! speed, significant wave height, surface currents, and sea sur-
can exceed 50% for short periods directly beneath a Iabora}fce temgerature measureéJ at the directional wave buoy and
tory generated wave. Similarly, it is likely that void fractions the 3-m meteorological buoy. Figure 8 shows the 40 min

would approach or exceed 50% for short periods of time in )
the immediate vicinity of large breakers considering the ex2verage sound speed for 3.33 kHz at the seven different

treme weather encountered during ASREX. To resolve th depths along with significant wave height. The sea surface

i R ?emperature, measuretilam isalso plotted with the deepest
effects of the instrumentation’s inability to measure very low
sound-speed measurement.

sound speeds on the calculated mean sound speeds, conser- It is apparent that the layer of water near the ocean’s

vative error bounds are set based on Wood’s curve and the L . .
. , . : . surface exhibits large gradients in sound speeds. Near the
instrument’s sample window. An upper bound is set if the

. ) ; surface, average sound speeds routinely drop to approxi-
ambiguous data points below 360 m/s are conservatively sét :
. . mately 1200 m/s, in contrast to the 7-m depth, where the

equal to the 360-m/s level that is confidently resolved. The .
; ) average sound speed appears to follow secular trends in the

lower bound is set based on assuming that the lowest values

the ambiguous points would approach is the lower limit of emperature field. The average data also depicts the variabil-

Wood's curve: at high void fractions of approximately 50% a|ty that exists in the near-surface sound-speed field from one

sound-speed minimum exists at 20 m/s. The minimum re_storm to another. This is exemplified by the suppressed re-

flects the influence of the mixture’'s density on the sound>POnse of the sound-speed field for the storm that occurs year
; . : : . . day 380, 1993 in comparison with the storm that occurs just
speed at high void fractions. At very high void fractions, the : o
. ten days earlier on day 370. Note that both storms have simi-
curve approaches the sound speed of air. For the rough s

a ) S :
state conditions shown in Figs(t8, 4(b), and 5b), the re- T peak wind speeds and significant wave heights.
sulting range of mean sound speeds bounded by these limits
is 1284—1299 m/s, a 1% error in the mean sound speed ar AVerage sound-speed dependence on
a 6% uncertainty in the mean sound-speed reduction. environmental parameters

As expected, the uncertainty of the mean sound speed is If the presence of air in the near-surface waters is due to
related to the quantity of data that exceeds the lower limit ofvave breaking, we need to consider which environmental

m/s

0.6 -

0.4

m/s

0.2 4

0.0

degrees C

of 103, Lamarre and Melvill&* show that void fractions
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FIG. 8. Time series of the mean 3.33-kHz sound speeds measured at the seven measurement depths for the duration of the deployment. Time series of
significant wave height are provided to note the locations of storms. Sea surface temperature is plotted with the deepest measurement depth to show similar
trends. Note the varying-axis scale for the different measurement depths.

conditions control deep-water wave breaking. Historically,success. In a comparison of ambient noise with surface wave
the wind speed and significant wave height have been usedriables, Felizardo and Melviité®3 point out that the pres-

for obtaining correlations with bubble-driven acoustic phe-ence of swell can significantly alter the measured significant
nomena such as backscatter and ambient noise, with limitedave height while only contributing second-order effects to
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the wave breaking, or the acoustically active portion of thefrom the surface displacement power spectra is used. The
wave field. Their work suggests that other parameters exigiower spectra of the surface elevatibfw) can be converted
that better represent the intensity of wave breaking in thdo a slope spectrurB(w) through the linear dispersion rela-
surface wave field. These include the wave slope and disstionship. Assuming the dispersion relatiarf=gk, the cor-
pation of energy of the surface wave field. The averageesponding slope spectrum is
sound-speed reductions obtained in ASREX are compared
with both the classical environmental parameters of wind d(w)w?
speed and significant wave height as well as with parameters B(®)= 7 @
which better describe the dynamics of the sea surface.
Flgure g@ and (b) compares the average sound-speed].he slope spectrum is then integrated over a range of fre-
reqluctlons with the average wind speed, corrected to 10'rauencies to arrive a parameter,
height, and the significant wave height. Averages are calcu-
lated from 40 min time series of data obtained from the w2
sound-speed modules located at depths of 0.7 and 1.6 m. The So= f B(w)dw, ®)
two depths are selected because the shallowest measurement ol
is in the most active region of the water column and the
deeper depth is representative of the mid-depth signal of théhat is a measure of the steepness of the wave field. The
bubbly layer. As expected, correlations exist between the adow-frequency limit is set to correspond to 15-s waves, en-
erage sound speeds and the wind and wave field, albeit witburing that the majority of the wind—wave spectrum is incor-
significant scatter. porated into the integral. The high-frequency limit of the
At windspeeds less than 8 m/s, the near-surface meantegral is set to wave periods of 3 s, corresponding to the
surement at 0.7 m appears to be independent of the windtpper frequency limit at which the pitch—roll buoy appeared
speed while the deeper measurement appears to be sensiti@eaccurately resolve the surface waves. Figu® Shows
across a wider range of windspeeds. The figures reflect tH&e comparison of the slope parameter with the average
variability in the shallow entrainment of air, particularly at sound-speed reduction, again for the 0.7- and 1.6-m depth
lower wind speeds. Figure(l§) presents a comparison of the measurement. The figure highlights the better correlations
mean reductions with the significant wave height. While athis parameter provides with the sound-speed reductions
coupling of the wave field to the wave breaking process igvhen compared to the significant wave height comparisons
suggested by the trends, the scatter suggests a need folo&Fig. Ab). While the value of the slope paramefgy does
better descriptor based on the wave field. In reality, the rat¥ary with the limits of integration, the resulting trends are
and intensity of surface wave breaking, which controls thensensitive to the integration limits if the frequency range
quantity of air injected, will be governed by a complex com-covers the wind/wave spectrum.

bination of environmental conditions that contribute to the ~ The final parameter used for comparison with the sound-
sea state. speed data is an estimate of the energy dissipated by the

Loewen and Melvilld® have suggested that the slope of theestimates of the energy dissipation of the surface ¥ieff
wave field can be used as an indicator of the strength of'® found to correlate well with the portion of the ambient
breaking. Furthermore, their results suggest that the steefoise spectrum that results from wave-injected bubbles. If
ness of the field may reflect the levels at which other relatedh® energy dissipation of the surface wave field is due to
dynamic processes are occurring. This includes the assoc/@ve breaking, it is expected to correlate with sound-speed
ated momentum flux, mixing, and dissipation of the surfacéedugg'ons due to air injection. Earlier work by Melville
waves, as well as acoustic phenomena related to wave brea®t @ argd_ Loewen and Melvill€ in the laboratory and
ing such as ambient noise generation. Felizardo ant€nnedy in the field produced results showing that the
Melville’s3 field measurements support the laboratory ex-sound radlated. by breaking scales with the energy dissipated
periments by showing strong correlations of ambient noise iy Wave breaking. o o _
various frequency bands with the steepness of the wave field. 10 investigate the dissipation term, an existing model is
Using a four wire wave gauge array, Felizardo angused which is based on bulk parameters. A quasi-equilibrium

Melville®? computed time series of the slope of the waveMode! proposed by PhiI]iﬁgassymgs a balance between the
field from the finite difference of wave elevation betweennonlinear wave interactions, wind input, and wave breaking
wires in the array. Comparisons of rms slope with measurediSSiPation over an equilibrium range of wave numbers. Us-
ambient noise levels show a strong correlation over the 0—13'9 Previous models of the wind input and nonlinear trans-

m/s wind speeds encountered over the course of that expetff?rs' he s_ho_wed that t.h_e _spectral rate of energy IQSS from the
ment. waves(within the equilibrium spectral rangavas given by

In light of the previous results, it is useful to derive an €(K) = 7/33(005‘9)3’)“’3%‘( %, wherey, 8, andp are numerical
estimate of the steepness of the wave field during th€onstantsg is the included angle between the wave-number
ASREX experiment. Unfortunately, the wave measurementyectork and the wind vector, and, _is the friction velocity
were obtained using a pitch—roll buoy, providing no directof the air flow over the water surface. Integrating over a
measurement of the wave slopes. In order to arrive at a firstange of wave numbers with a lower limit at the peak of the
order estimate of the steepness of the wave field, informatiomwave spectrum and an upper linthigh-frequency waves
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FIG. 9. Comparisons of the mean sound-speed reductions(@itvind speed corrected to 10 m above the sea surf@gesignificant wave height(c)

computed slope parametéd) Phillip’s (Ref. 36 bulk dissipation estimate. Data from the 0.7- and 1.6-m measurement depths are represented by the colors

red and blue, respectively. Solid circles represent averages of the data grouped with the following biri@i&Hms!s, (b) 1 m, (c) 0.002,(d) 0.01.

which is determined by suppression of waves due to th@pproximately 2. The advantage of comparing this equation
presence of wind drift, a bulk estimate of the dissipation ofwith measured values of entrained air is that the dissipation

the wave field arises and is given

D=2y851(3p)pyus In

2
c

rl == .
u*

by

(4)

estimate is based not only on the wind spéedtion veloc-

ity u,) but the wave age,/u, , which incorporates infor-
mation about the surface wave spectr(oy is the speed of
the waves at the peak of the wave spectrurence the bulk

Felizardo and Melvill8' showed that the range of the nu- estimate of the energy loss of the wave field that is important

merical constantsy83I(3p) is 3.7—

2616 J. Acoust. Soc. Am., Vol. 102, No.

8.0<10™%; a factor of

5, Pt. 1, November 1997

to wind—wave modelint} provides a parameter that is de-

E. Terrill and W. K. Melville: Sound speeds in the surface 2616



1000 = 1000 = N
g R TI. ]
s lm i -F‘:'_l 1 ﬁ#fg‘-?%{ 2 ]D{]
2 100 5 o i o $i€an @ e
3 : At i NG i
v B e O _
E ].ﬂ = nnn‘;.gﬁ o i{} =
] - ¢ ]
] oug 5w 1
ik
1 T T T T T T 1 1
0 2 4 6 8 10121416 18 20 1 8
L (m/s)
c) d)
1000 E i 1000 =
- i 3
z 1004 .o i @'i‘"}?ﬁ%ﬁnﬁ 100
1 @ B AR5 O 3
2 ema e ;
U - o™ Ucp:,a 5. S ;g*::}nn & -
ué il o E‘: 8: & B T
E 10+ o @ oo o 10
; DDD.U:%V;B& o é
| e o “‘?‘Déb; égu B -
#590 o
o @@ T {
0.000 0004 O.008 0012 0016 0.001 0.01 0.1 1 10
S]-'I EP
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pendent on both the wind and wave conditions which can bin Fig. 9d). It becomes evident that the average sound speed
compared with measurements of bubble-driven acoustic pheorrelates with the dissipation estimate. While the scatter in
nomena. the data suggests room for improvement in the dissipation
Dissipation estimates based on the wind and wave corestimate, it provides a rational means by which environmen-
ditions during the ASREX experiment have been computedal variables are combined to arrive at a description of the
and compared with the 40-min average sound-speed devi@tensity of wave breaking at the ocean’s surface. The scatter
tions at both 0.7- and 1.6-m measurement depth, as is shows not surprising in light of the fact that the dissipation term
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is the least understood of the terms in the radiative transfer

. 2641-43 . FIG. 13. The depth representing the level at which the mean sound speed is
equatIOﬁ and presently does not include the effects Of99% of the bubble-free valued&=10"%) is compared with@ wind speed

swell and wave-current interactions. It is expected that imcorrected to 10 m above the sea surfa@®, significant wave height(c)

proved formulations of the dissipation function would im- computed slope parametéd) Phillip's (Ref. 36 bulk dissipation estimate.
th ti . N thel the dissipati The solid circles represent averages of the data grouped with the following
prove the acoustic comparisons. Nevertneless, the dissIpatiQfhyigths:(a) 2 mis, (b) 1 m, (c) 0.002,(d) 0.01. Note the linear relationship

estimate provides a descriptor of the ocean’s surface whichetween the contour depth and the significant wave hefghhed.

has a sound physical basis for comparison with acoustic ob-

servations. C. The rms sound-speed dependence on
environmental parameters

The rms of the 3.33-kHz sound-speed data is analyzed in
similar fashion to the mean data. Again the analysis is lim-
ited to the 0.7- and 1.6-m depth measurements. Figuf@ 10
and(b) shows the rms sound speed at the two measurement
depths compared with the windspeed and significant wave
height. The trends that appear in the comparisons closely
resemble those of the comparisons made with the mean
sound-speed daf#&ig. 9). Significant scatter again exists be-
tween the rms sound speed at the shallowest measurement
with both the wind speed or wave height variable. Further-
more the scatter is reduced if the environmental variable is
compared with the deeper measuremértdte thatAC is
plotted on a logarithmic scgleThe rms sound speed is also
compared with the wave steepness parameter and the wave
dissipation estimate that was discussed ab&ig 10(c) and
(d)]. The strong correlations again suggest a coupling of the
surface wave-field dynamics to the sound-speed field and
that other parameters exist that may better describe the in-
tensity of wave breaking.

107 103 1072 107 10°

cle,

FIG. 12. Several example mean sound-speed reduction depth profiles f&- Depth dependence of average sound speed
rough conditions measured over the course of the experiment. The profiles In principle, the buoyant effects of bubbles ensure that

are normalized by the depth and mean sound speed of the shallowest me?]— . . .
surement. Power law slopes ef2 and—4 are given by the heavy dashed the average sound-speed reductions will be at a maximum

lines. near the ocean’s surface and monotonically decrease with
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FIG. 14. Color contour plots of the 3.33 kHz sound-speed time series during a storm. Each figure is separated by 4.5 h and corresponds to the data shown in
the depth profiles of Fig. 11. The 2-Hz sampled data is linearly interpolated with depth to arrive at a smoothed figure.

depth. In addition, the flux of bubbles into the surface watergpresented in Fig. 12. The profiles shown, which are represen-
increases as the incidence of wave breaking increases, furative of the data obtained over the course of the experiment,
ther reducing the sound speed. This qualitative description adgain exhibit power-law relations with slopes in the range
the near-surface sound-speed field has been observed in the2 to — 4.

earlier measurements of Farmer and V&glend Lamarre To explore the depth dependence of the layer of reduced
and Melville?® The large data set provided by the ASREX sound speed, a contour representing the depth at which the
deployment also exhibits this trend of a decreasing soundmean sound speed is 99% of the bubble-free value is calcu-
speed reduction depth profile, even during the roughest dated (zo_ggco). It's value is computed by linearly interpolat-

conditions. Figure 11 presents the depth profiles of the meajg between the mean sound-speed levels at each of the
sound-speed reductions measured over the course of a stogBven measurement depths. The depth of the layer is com-
that began on year day 355, 1993. Each profile represents 4red with the various environmental parameters used to de-
min of data separated by 4.5 h. It is apparent that the averaggribed the mean sound-speed leViélgy. 13a)—(d)]. The
sound-speed profiles respond to the sea state, with the pepésulting trends point towards a layer depth that increases
of the storm reflected in the profile with the largest sound-with both the wind speed and significant wave height as well
speed ret_juc'uons. o as with the estimates of wave steepness and wave energy
The linear trend exhibited on the log-log scale suggestgjissipation. The data suggest a linear relationship between

that a power-law relationship is the appropriate functionakhe depth of the reduced sound-speed layer and the signifi-
relationship for the depth dependence of the data. Furthegant wave height:

more, despite variations in the magnitude of the data over the
course of the storm, the slope of the power-law relation ap-
pears almost constant with a value of approximatelg.
This contrasts with the previous work of both Farmer and
Vagleé®? and Lamarre and Melvilf@ who used exponentials wherer? is the correlation coefficierfregression performed
to describe the depth dependence of their sound-speed obsafter binning the data according to 1-m increments in wave
vations. A number of profiles spanning the 43-day record aréeight, see Fig. 18)]. Since the significant wave height is
normalized with respect to the shallowest measurement arapproximately four times the wave amplitude rfhshe re-

20.950,=0.26H 3+ 0.31(r?=0.97), (5)
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. . . FIG. 16. (a) Spectra of the sound-speed field obtained from the shallowest
FIG. 15. (a) An example time series of the surface elevatfisalid line) and three measurements and the spectra of the wave envétomedash—0.7
the envelope functiotdashed linecomputed through the use of the Hilbert 1, ‘medium dash—1.0 m, short dash—1.6 m, dotted line—wave envelope
transform. Note the groupiness of the wave field, outlined b)_/ the_ Wavegqoq agreement between the spectra appe@$®0l) Hz, the peak of the
envelope.(b) Computed power spectra of the surface wave heigsuéd 56 envelope spectrum. Vertical axis linet). Spectra of the sound speed
line) and the power spectra of the envelope funcidashed ling Distinct  \oaqred at 0.7 nesolid line and the contour representing the depth
peaks occur at the peak of the wind wave spectru@(@1) Hz while the  (4ashed ling at which the sound speed is 90% of the bubble-free value
wave group frequency appears to have a peaR(@t0l). (B=105). Vertical axis linear(c) Computed coherence between the con-

tour depth and and sound-speed measured at 0.7 m. High coherence exists

sults suggest that the 99% contour depth has a characterisfigiveen the two at the lower wave group frequencies.

length that scales with the wave amplitude rms.

onstrate the effect of larger scale wave breaking injecting air
V. FINE SCALE PROPERTIES OF SOUND-SPEED to depth. Also apparent in the figure are the near-surface
FIELD . .

reductions that occur more frequently and persist for longer

In order to appreciate the nature of the sound-speed fielimes. At the peak of the storfirig. 14(c)], the winds are in

at smaller time scales, it is helpful to analyze the raw timeexcess of 16 m/s and the significant wave heights approach 5
series that were obtained at the 2-Hz rate. To qualitativelyn. At this stage, the data reveal a persistent layer of reduced
compare the data, color images of the sound-speed time sseund speed on which the deeper reductions are superim-
ries are used to show the behavior of the vertical soundposed. Figure 1d)—(e) show the response of the sound-
speed field. Figure 14 shows time series of the sound-speegpeed field after the storm has peaked and begins to decay.
field during the storm that peaks near year day 355, 1993 and The large sound-speed reductions visible in FigclL4
whose mean depth profiles are shown in Fig. 11. The stormwhile variable in depth of penetration and residence time,
was chosen as representative of the typical response of ttepear to occur with some periodicity. To investigate the
sound-speed field to increasingly rough conditions during a&oupling of the wave field to the sound speed, the time series
storm cycle. Each color image represents 40 min of data anfiom the pitch—roll buoy are analyzed. The sea-surface el-
panels are separated by approximately 4.5 h. At the onset @vation time series that corresponds with the sound-speed
the storm, the reductions appear to be limited to the verfield shown in Fig. 14) is presented in Fig. 18). The
near-surface region as shown in Fig.(d4 As the seas de- low-frequency modulation of the wave field reflects the pres-
velop, the scales of breaking increase, as displayed in thence of wave groups or trains of high amplitude waves. A
subsequent time series. The data shown in Figb)ldem- number of linear and nonlinear theories have been
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FIG. 17. Measured probability distributiorisolid line) of the sound-speed FIG. 18. Similar to Fig. 1#&)—(e) except the observed distributions are
reductions measured at 0.7 m during the storm shown in Fig. 11 and Figdased on data obtained at the 1-m depth. Again, good agreement occurs
14(a)—(e). A log-normal distribution(dotted ling, based on the mean and between the predicted lognormal distributigdotted ling and the data
variance of the signal is plotted with the data, providing good agreementsolid line).
over the course of the storm. Note the spreading of the distribution at the
peak of the stormc). the course of the experiment. Clearly the data suggests a
correspondence between the groupiness of the wave field and
reviewed*“° that effectively describe the groupiness of thethe frequency of the large sound-speed reductions. This is
wave field. The envelope of the wave groups can be comeonsistent with aerial observations of the appearance of
puted through application of the Hilbert transfofff7 If a  whitecaps by Donelan, Longuet-Higgins, and Turffer.
complex time serie§(t) is formed The depth of the injection events is evaluated through
. analysis of the response of the contour depth which repre-
S(t)=n(t)+iH[7(1)], ©) sent)s{ the depth atpwhich the sound speeg is 90% ofpthe
where the surface displacement time series is denoted Hyubble-free sound speed. This contour was sele¢ied!
n(t) andH[ ] is the Hilbert transform, the envelope of the fraction 3=10"°) as its depth typically ranged from 1 to 3 m
displacement will be the magnitude of the complex signalduring these conditiongU,=16 m/s, Hy;3=5m). This
|S(t)|. This envelope is represented by the dashed line inlepth range was chosen for the vertical resolution of the
Fig. 15a). The corresponding power spectra of both the dissound-speed module spacing. The spectrum of the depth of
placement and envelope signal are shown in Figbj15lis-  this layer is compared with the spectrum of the near-surface
playing distinct peaks for both the wind—wave spectrumsound-speed measuremghig. 16b)]. Agreement is evident
0(0.1) Hz and for the envelope spectrum@f0.0) Hz. A between the two spectra at the lower wave group frequen-
comparison between the envelope spectrum and the specttges. The data indicates that the modulation of the penetra-
of the near-surface sound-speed measurements obtainedtiain depth coincides with large sound-speed reduction events
the shallowest depths is shown in Fig.(46 The figure pre- measured at the shallowest depth. Furthermore, the high lev-
sents good agreement between the peak of the wave grogts of coherence between the near-surface sound speed and
spectrum and peaks in the sound-speed spectra at the lowie contour depthiFig. 16c)], especially at the lower wave
group frequencies 00(0.0) Hz. Other comparisons be- group frequencies, highlight the significance of the wave
tween the wave envelope spectrum and the sound-speed fidiéld in controlling not only the frequency of injection
produce similar results during the various storm events oveevents, but the penetration of high bubble concentrations.
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FIG. 19. Color contour plots of sound-speed time series during the peak of a storm odelri®§3 year day 370 ang) 1993 year day 380. While both
time series exhibit the large, penetrating air injection events, the later gtpappears to lack a permanent layer of reduced sound speed just near the surface.

Figure 16a) and(b) also shows evidence of a significant tion representing bubble-free water indicative of calm seas.
signal in the sound-speed and penetration depth at a fr&eomparison between the two depths reveals that the deeper
quency of 210 2 Hz. This does not appear to be associ-depth provides a narrower distribution, implying that the
ated with surface effect&@lthough there is an unexplained largest reductions occur closest to the surface. The trends in
peak in the envelope spectrum ak20 2 Hz) but may be both the data and the calculated log-normal distributions ap-
associated with quasi-periodic Langmuir circulations. It ispear to be in close agreement during periods of breaking
now well known that the lower-frequency modulation of throughout the 43-day record, and appear to extend to depths
acoustic backscatter measured by surface sonars at graziofyapproximatel 3 m during high sea states. During calm
incidence is dominated by scattering from bubbles entraineg@eriods, or at depths where there is little variation in the
into Langmuir circulation® The measurements reported sound-speed signal, the agreement between the lognormal
here demonstrate that much of the variance associated wittistribution and the data begin to deviate significantly.
bubble-field parameters may be directly related to wave phe- A feature of the average data that deserves attention is
nomena, rather than indirectly through Langmuir circula-the seemingly suppressed response of the sound-speed field
tions, although both may play a role. to the storm that occurs near year day 380, 19@3er to

The probability distribution for the sound-speed reduc-Fig. 8). The suppression is evident when comparing the av-
tions at 0.7- and 1-m measurement depths are shown in Figerage sound speed during the storm to averages of earlier
17 and 18 for the previously discussed storm. The distribustorms. A number of instrumentation issues were investi-
tions are formed from the 40 min records using histogramgated in an attempt to determine if the differences were due
with 25 m/s bins. Also shown are the corresponding log-to measurement errors. Effects of biofouling, low battery
normal distributions, based on the means and variances glower, and buoy motion were considered, but provided no
the signals. During periods of intense wave breaking, thelear explanation for the apparent differences in the later
distribution spreads, indicating more occurrences of largestorm cycle. In an effort to resolve the differences, color
sound-speed reductions. At the beginning and the end of theontours of the sound-speed field are created for the peaks of
storm, the distributions narrow, indicating fewer large reduc-a number of storms. Figure @} and Fig. 19a) and(b) show
tions. Eventually, the distribution asymptotes to a delta functhe sound-speed field during storms under similar wind-
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speeds. A common feature between the three storms is tlence for the dependence of air injection on the wave field is
presence of deep, intermittent sound-speed reductions thptovided in the comparisons of the wave group frequencies
tend to persist foO(30) s, similar to the reduction shown in and the frequency of sound-speed reductions. Analysis of the
Fig. 6. These are the reductions that appear to vary at fresound-speed time series reveals large injection events that
quencies similar to the group frequencies of the surface wavkast for Q30)s at periods similar to those which correspond
field. A visible difference between the storm late in the ex-to the wave groups. The depth of the contour which repre-
periment, Fig. 1&), and the earlier storm$igs. 19a) and  sents the depth at which the sound speed is 90% of the
14(c)], is a diminished near-surface layer of reduced soundbubble-free sound speed is also found to modulate at similar
speed. frequencies. Lower-frequency modulations may be due to
If the frequent, shallow injection of air is attributed to bubble transport by Langmuir circulations or low-frequency
the breaking of smaller scale waves, the suppressed responsedulation of the wave envelope by distant swell.
of the sound-speed field to the storm of 1993 day 380 sug- It was found that Phillip® wave dissipation model,
gests a decline of these smaller breakers during this periothased on the wind and wave fields over the course of the
One explanation for the suppressed small scale breaking ixperiment, gave significant correlations with both the mean
the drop in the magnitude of the surface currents at this timend rms sound-speed measurements. It is anticipated that
[Fig. 7(c)]. The elevated surface currents earlier in the recorgimilar bulk dissipation estimates may be used for predicting
are due to the passage of an eddy that spun off the nearljther near-surface acoustic processes that are affected by
Gulf Stream. Since the magnitude of the current is the sam@ave breaking. Further refinements to the dissipation esti-
order of magnitude as the phase speed of higher-frequengyate, perhaps by inclusion of swell and current interactions,
wind waves[O(0.5-2Hz], it is feasible that breaking of may better address the variability of the near-surface layer.
waves in these frequencies would be highly variable, depen-  Despite contrasts in their measurement techniques and
dent not only on the magnitude of the wind and current butesults, the previous field work by Lamarre and Melville
the relative directions of the two. Observations have als&nd Farmer and Vagiéfound that an exponential function
shown that the penetration depths of bubble clouds are se@escribed the depth dependence of the sound-speed anomaly.
sitive to Stab”lty of the surface Wate:l'gn order to substan- The app”cation of the exponentia| Sound-speed depth prof”e
tiate these effects, additional measurements would be rgs due in part to earlier work by Thorpand the fact that
quired with an independent measurement of wave breakinghe |ow-frequency sound-speed reduction is proportional to
For example, the combination of video measurements ofid fraction for3<10~°. Modeling the vertical transport of
whitecap coverage and near-surface acoustic techniques, Bgpbles using a turbulent transport model, Thorpe obtains an
well as measurements of water column stability, would proexponential profile when the diffusion coefficient is assumed
vide the necessary data to further understand these processgspe constant with depth. The suggestion of a power-law
dependence, specifically an inverse square profile, was made
VI. DISCUSSION AND CONCLUSION by Buckingham® in his work on bubble-generated acoustic
This paper reports on the results from the ASREX fieldwaveguides. While the inverse square profile was initially
experiment during which direct sound-speed measuremengiiggested as a means to provide agreement between mode-
were acquired over a wide range of oceanographic condfiltering theory and observations of ambient noise below
tions. A specialized buoy was designed and built which probubble clouds, a more physically based explanation has re-
vided an autonomous platform from which direct sound-cently been proposed by Buckinghdm.
speed measurements could be made for an extended period. The ASREX data set suggests that power laws in the
The data provide insight into the highly variable sound-speedange —2 to —4 describe the depth profiles. Recent mea-
field. surements in the near-surface lajérf show that levels of
The wind speed provides strong correlations with theturbulent dissipation are one to two orders of magnitude
mean and rms sound speeds for wind speeds greater thhigher than levels predicted by the previously accepted ideas
approximately 8 m/s at the measurement depth closest to thad a wall turbulent boundary layer. In light of the variability
surface. At the measurement depth of 1.6 m, the wind speeitd the ASREX data set and recent dissipation measurements,
correlation appears robust, extending to lower wind speedst is clear that a better knowledge of the near-surface turbu-
The differences between the two depths indicate the variabilence is needed to give better turbulent transport models of
ity of the entrainment of air in the shallow surface layer. Asbubbles.
expected, comparisons of the mean and rms sound speeds The bulk of the effort presented here has been in the
with the significant wave height produced significant scatteranalysis of the 3.33-kHz sound-speed data. This was due in
supporting previous work that indicates that the significanipart to the fact that the lowest frequency we measured would
wave height may not be the best indicator of wave breakindpest approximate the low-frequency/nondispersive limit.
at the ocean surface. However, a brief discussion of the sound-speed data from the
A parameter measuring the steepness of the wave field sther two frequencies is warranted. Preliminary analysis of
calculated from data obtained from a pitch—roll buoy andthe 5- and 10-kHz data over the storm cycle discussed earlier
correlated with the mean and rms sound-speed values. THgear day 355, 1993 provides evidence that the dispersive
computed steepness parameter provides the basis for a cagffects of bubbles may extend to frequencies as low as 5
siderably improved correlation compared with the correlakHz. Figure 20 presents time series of the mean sound
tions of wind speed and significant wave height. Further evispeeds measured ét) 0.7 m and(c) 1.6 m for all three
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