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ABSTRACT 

Breaking serves to limit the height of surface waves, mix the surface waters, 
generate ocean currents, and enhance air-sea fluxes of heat, mass, and momen- 
tum through the generation of turbulence and the entrainment of air. Breaking 
may result from intrinsic instabilities of deep-water waves or through wave- 
wave, wave-current, and wind-wave interactions. Observations in the field are 
made difficult by the fact that breaking is a strongly nonlinear intermittent pro- 
cess occurring over a wide range of scales. Controlled laboratory studies of 
breaking have proven useful in measuring the scaling relationships between the 
surface wave field and the kinematics and dynamics of breaking. Our inability 
to predict the occurrence and dynamics of breaking is a major impediment to 
the development of better wind-wave and mixed-layer models. Modern acoustic 
and electromagnetic oceanographic instrumentation should lead to significantly 
improved measurements of breaking in the near future. 

1. INTRODUCTION 
The study of surface waves has a long tradition in theoretical and applied 
mechanics. Even before the formal investigation of the subject it must have 
been of interest for as long as man has been involved in fishing, maritime 
exploration, and trade. The dangers presented to early explorers by wind and 
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280 MELVILLE 

waves are readily apparent when it is observed that many were putting to sea 
in ships barely longer than most contemporary cruising yachts. Even today, 
fishing vessels capsize and are lost in steep and breaking seas. Although steep 
and breaking seas provide the extreme environments that are encountered, it is 
still the case that most descriptions of the ocean surface, whether for engineering 
or oceanographic purposes, are based on linear theory. The foundations of linear 
wave theory were laid by many of the founders of theoretical hydrodynamics 
in the nineteenth century. In 1847 Stokes published his investigation of weak 
nonlinear effects on surface waves, but it took a century for the subject to extend 
to an investigation of nonlinear interactions between surface waves (Miche 
1944, Longuet-Higgins & Ursell 1948, Phillips 1960, Hasselmann 1962) and 
subsequently the stability of weakly nonlinear deep-water waves (Lighthill 
1965, Benjamin & Feir 1967). 

Convenient measures of the nonlinearity are the wave steepness ak, where a is 
the wave amplitude (half the trough-to-crest distance) and k is the wavenumber, 
or equivalently, u / c ,  where u is a measure of the horizontal fluid velocity at 
the surface and c is the phase speed. In breaking waves u / c  may exceed unity 
while ak is of O(1), and so breaking is a strongly nonlinear process. Rigorous 
theoretical investigations of breaking have been confined to describing local 
features of the flow (for a review see Longuet-Higgins 1988). Numerical codes 
are available to describe the evolution of two-dimensional surface waves up 
to breaking, but they are unable to continue beyond the point at which the 
surface impacts on itself (Dommermuth et a1 1987). Thus the study of wave 
breaking is based in large part on experiments in both the laboratory and the 
field, supplemented by process-oriented models. 

The most obvious expression of breaking at the sea surface is a whitecap 
caused by entrained air. (See Monahan & McNiocaill 1986.) Whitecaps be- 
come evident at scales of 0 ( 1  m) extending up to O(100 m), but breaking may 
occur without significant air entrainment down to scales of centimeters. This 
lack of a universal visual feature identifying breaking and the difficulty of mea- 
suring variables in a two-phase, free-surface turbulent flow have made progress 
difficult, especially in the field. However, attempts at confronting this difficulty 
are justified by the importance of breaking for the processes occurring at the 
air-sea interface. Breaking plays a number of related roles in air-sea interaction. 
These include: 

0 limiting the height of surface waves, 

0 being a source of vorticity and turbulence, 

0 dissipating surface-wave energy, some of which is available for turbulent 
mixing, 
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WAVE BREAKING IN AIR-SEA INTERACTION 28 1 

0 generating ocean currents by transferring momentum flux from the wave 
field, 

0 enhancing gas transfer via surface turbulence and bubble entrainment, 

0 generating sound at the ocean surface that can be used as a diagnostic tool 
for air-sea interaction studies (acoustical oceanography), and 

0 providing passive and active microwave signatures that may prove useful in 
remote sensing of the ocean. 

It may seem surprising that a process that is intermittent in space and time, 
and that, at least at the larger scales, is only occurring over a small fraction of 
the ocean surface at any time, may be significant. We see below that the direct 
effects of breaking are typically felt to a depth of the order of the wave height. 
In relatively benign conditions this may be to depths of the order of meters, but 
in stormy seas this region may extend to depths of O( 10 m). The sensitivity of 
the atmosphere-ocean system to the conditions in the upper ten meters of the 
ocean are graphically presented by Gill (1982): 

0 Of the solar radiation incident on the atmosphere, 40% is absorbed in the 
first 10 m of the ocean; more in coastal waters. 

0 The first 10 m of the water column has the same weight as all the atmosphere 
above. 

0 The first 2.5 m of the water column has the same heat capacity as all the 
(dry) atmosphere above. 

Breaking generating whitecaps is observed to begin at a wind speed of ap- 
proximately 3 m s-l (6 knots). Now the momentum and mechanical energy 
fluxes across the air-sea interface typically scale as the square and cube of the 
wind speed, respectively, so even relatively short periods of high winds and 
waves may contribute significant fractions of the total fluxes across the air-sea 
interface, with breaking absent only under the most benign conditions. For 
example, with the transport rate proportional to the cube of the wind speed, 
the mechanical energy transferred across the sea surface during one week of 
40-knot winds is approximately equivalent to that in one year of 1 1-knot winds! 

I review some of the recent contributions to our knowledge of breaking and 
its role in air-sea interaction. This is not meant to be an exhaustive review of the 
subject, a task that would expand well beyond the space available. However, it is 
hoped that the reader will achieve an appreciation for the wide range of problems 
that remain to be solved and the techniques that are being brought to bear. 
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Several reviews of wave breaking and related topics have appeared in recent 
years, including one on deep-water wave breaking in this series just three years 
ago (Banner & Peregrine 1993). Where feasible I have attempted to not unnec- 
essarily duplicate material presented by Banner & Peregrine. Thorpe (1992, 
1995) has written excellent reviews of the surface bubble layer and the dynam- 
ics of the ocean surface layer, respectively. This article is a significant revision 
of a recent review of the same subject by the author (Melville 1993). Because 
this is a very active area of research, it is unlikely that any review will remain 
current for more than a few years. 

2. ROUTES TO BREAKING 
Stokes' periodic wave of highest slope (ak = 0.4432) with its 120" corner 
flow has in the past been considered as a model of breaking. In a frame of 
reference traveling at the phase speed the fluid at the crest is at rest, and so 
in the laboratory frame it is moving at the phase speed of the wave. This 
then satisfies the kinematic breaking criterion that the fluid velocity matches 
or exceeds the phase velocity. However, it is most unlikely that such a flow 
can ever be realized, since uniform wave fields of much smaller slope are sub- 
ject to intrinsic instabilities, which may lead to breaking. Melville (1982) 
has shown experimentally that for wave slopes below approximately 0.3, two- 
dimensional uniform wave trains are unstable to two-dimensional Benjamin- 
Feir instabilities, which ultimately lead to breaking, while at larger slopes 
rapid three-dimensional instabilities dominate (see also Yuen & Lake 1980, Su 
et a1 1982, McLean et a1 1981). [The graphic photograph of three-dimensional 
instabilities by Su et a1 (1982) has done much to draw attention to the subject.] 
Numerical solutions have shown that uniform wave trains with slopes as small 
as 0.1 may evolve to breaking following Benjamin-Feir instability (Dold & 
Peregrine 1986; see also Longuet-Higgins & Cokelet 1978). Stability analyses 
of uniform wavetrains have demonstrated the possibility of various instabil- 
ity mechanisms for wave slopes less than 0.4432, some of which may lead to 
breaking (Longuet-Higgins & Cleaver 1994, Longuet-Higgins et a1 1994). 

Laboratory experiments by a number of authors (see Bonmarin 1989) have 
shown that breaking may occur for values of the wave height H and period 
T having a dimensionless wave-height parameter H / g T 2  as small as 0.01,' 
which is to be compared with a value of 0.027 for Stokes' limiting wave. 
However, there is much scatter in the data. Although global measures of the 
slope at breaking (ak,  H / g T 2 )  may be quite modest, the local slope may become 
infinite, esiecially in overturning surfaces that entrain air. n u s ,  criteria for 

'Note that H / g T Z  = ak/ (2x2)  f o r d  << 1.  
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WAVE BREAKING IN AIR-SEA INTERACTION 283 

breaking based on slope, if valid at all, are clearly scale dependent. This 
presents great experimental difficulties since there are no methods available for 
measuring the evolution of the spatial structure of water surfaces over a wide 
range of scales and slopes. 

Waves may break as a result of constructive interference, wave-wave, wave- 
current, and perhaps wind-wave interactions (Figure 1). The dispersive prop- 
erties of surface waves and their directional distribution on the ocean surface 
leads to modulation of the wave envelope. In the simplest case of linear wave 
propagation in one direction the envelope and wave energy travels at the group 
speed cg = a/2k, which is half the linear phase speed, so that wave crests enter 
the rear of the group and exit at the front. Donelan et a1 (1972) observed the 
consequences of this process with waves periodically breaking as they passed 
through the group. Dispersion can lead to focusing of wave energy in a rel- 
atively small region, with the result that waves break in an unsteady manner. 
This can be produced in the laboratory by first generating high-frequency waves 
followed by lower-frequency waves and then adjusting the rate of change of 
frequency according to the linear group velocity to give focusing at a point 
down the channel (Longuet-Higgins 1974). This process has proved useful 
to generate whitecaps (Melville & Rapp 1985) in which the wave crest prop- 
agates forward and impacts on the surface below, entraining a volume of air 
that then breaks up into a cloud of bubbles (Figure 2; Lamarre 1993). Most 
recently, the constructive interference technique has been used to carefully in- 
vestigate the threshold of breaking (Duncan et a1 1994a,b). Flow visualization 
shows that at large crest curvatures a toe is formed on the forward face of the 
wave. The even higher curvature at the toe of the disturbance rapidly leads to 
the generation of parasitic capillaries, which grow and evolve into a turbulent 
spilling region on the forward face of the wave (Figure 3). Longuet-Higgins & 
Cleaver (1994) have found that the formation of the initial toe is similar to an 
inviscid irrotational instability of the “almost highest” wave (see also Longuet- 
Higgins et a1 1994). The large curvature at the tip of the toe along with the 
free-surface boundary conditions lead to the generation of vorticity associated 
with the capillary waves. This vorticity is then transported into the surface lay- 
ers and, with the image vorticity in the surface, may resonate with free-surface 
modes (Longuet-Higgins 1994). This model, while plausible, remains to be 
tested more rigorously against the empirical data. Laboratory measurements 
also suggest that the Benjamin-Feir instability generates dispersive sideband 
components that may lead to gentle breaking through constructive interference 
or focusing (Melville 1982, 1983). 

Modeling and measurements presented below suggest that much of the break- 
ing in the wind-generated wave field is at frequencies greater than the peak of the 
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284 MELVILLE 

Figure I Examples of wave breaking from a storm in the North Atlantic in December 1993 in 
which the winds were gusting up to approximately 50-60 knots and wave heights of up to 12-15 m 
were reported. (a) Large-scale breaking waves. (b) Smaller-scale waves breaking on longer waves. 
(c) Short, strongly wind-forced breaking waves. (Photographs by E Terrill& WK Melville.) 
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WAVE BREAKING IN AIR-SEA INTERACTION 285 

Figure 2 
trainment and degassing as the larger bubbles rise back to the surface. (From Lamarre 1993.) 

Generation of a plunging breaking wave in the laboratory showing significant air en- 
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Figure 3 Generation of a gently breaking wave in the laboratory. Note the generation of the toe 
in (a) forward of the crest followed by the growth of parasitic capillary waves. (From Duncan et a1 
1994b.) 

spectrum. These shorter gravity waves propagate on and are modulated by the 
longer gravity waves of slope A K. Extending earlier work of Longuet-Higgins 
& Stewart (1960, 1964) and Phillips (1981) for A K  << 1, Longuet-Higgins 
(1987) considered linear short waves propagating on a nonlinear long wave 
in a frame moving at the phase speed of the longer waves. Using numerical 
solutions for the longer wave permitted the calculation of the effective gravity 
felt by the shorter waves, which along with action conservation led to predic- 
tions of the modulation of the slope ak of the shorter waves. The numerical 
results showed that for A K = 0.3, the ratio of the slope of the short waves at 
the crest to the slope at the trough could be as great as 4. According to these 
results a short-wave slope as small as 0.075 at the trough could be amplified 
to a slope of 0.3 at the crest. Uniform waves of this steepness are unstable to 
rapid three-dimensional instabilities, leading to breaking. Subsequent analyti- 
cal and numerical work by Zhang & Melville (1990, 1992) showed that these 
steady solutions are unstable if the nonlinearity of the short waves is taken into 
account. Although this theoretical problem has been treated in an idealized 
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WAVE BREAKING IN AIR-SEA INTERACTION 287 

two-scale approach, in nature we would expect a heirarchy of multiple-scale 
interactions between shorter wind waves or gravity-capillary waves and longer 
waves or swell (cf Figure 16). Laboratory experiments on long-wavekhort- 
wave interactions leading to breaking have been reported by Longuet-Higgins 
(1988). (See also Miller et a1 1991.) 

It is well known that waves propagating against an increasing current may 
steepen and break (Longuet-Higgins & Stewart 1964). This may be commonly 
observed as wind waves propagate toward the mouth of an estuary at ebb tide or 
against a strong rip current near the shore. Some of the most dramatic examples 
of this effect are associated with surface signatures of long nonlinear internal 
waves in marginal seas or ocean fronts. Osborne & Burch (1980) showed sun- 
glint photographs from the Soyuz spacecraft and corresponding photographs 
from a ship as large internal waves propagated across the Andaman Sea. The 
ship photographs showed clear bands of short breaking waves propagating with 
the internal waves. The initial stages of this wave-current interaction, which ulti- 
mately lead to amodulation to breaking of the shorter waves, can be described by 
wave action conservation. Recent field experiments have shown similar break- 
ing phenomena along coastal and equatorial fronts. Indeed, we may anticipate 
that any oceanic or atmospheric process that leads to significant strain rates of the 
surface currents may also induce modulation to breaking of the surface waves. 

In the examples cited above the wind has been considered not to play a 
dominant role-the time scale for wind-wave growth is significantly longer 
than that for the more rapid local breaking. However, observation of the ocean 
surface at higher wind speeds reveals the presence of short waves of O(O.l-1 m) 
in length that appear to be strongly wind forced, turbulent, asymmetric (with 
steeper forward faces), and almost continuously breaking (cf Figure IC). They 
have the appearance of trains of bores propagating on a turbulent surface layer 
and perhaps constitute the aerodynamic roughness elements for the atmospheric 
boundary layer above. As far as we are aware no work has been done on 
these very short wind-forced breaking waves, but Banner & Phillips (1974) 
have considered the effect of a thin laminar wind-drift layer in reducing the 
amplitude at which waves break. 

3. OBSERVATIONS OF BREAKING WAVES 
Field observations of breaking have been based on detecting large temporal 
gradients in the surface displacement (the “jump meter”; Longuet-Higgins & 
Smith 1983, Thorpe & Humphries 1980) and relating them to surface slope 
through the phase speed of the wave. Waves with slopes exceeding a partic- 
ular threshold were considered to be breaking. In addition to other problems, 
this method of detection is complicated by the scale dependence mentioned 
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288 MELVILLE 

above. Weissman et al (1984) used high-passed wave-gauge time series to 
detect breaking in lake experiments. Because large temporal gradients are re- 
solved by high-frequency Fourier components, the jump-meter and high-pass 
filter approaches are closely related. Holthuijsen & Herbers (1986) visually 
observed whitecaps at the location of a wave-measuring buoy and analyzed 
their data in terms of the joint height-period probability distributions of both 
the broken and unbroken waves passing the buoy. These distributions showed 
considerable overlap and no clear threshold for breaking based on the combined 
wave height and period. The difficulty with point measurements, whether in 
the laboratory or field, is that in a random breaking wave field they may catch 
the wave at any stage in the breaking process, and because the wave parameters 
may change during breaking they are not necessarily the same as those at the 
onset of breaking. 

This point has been made very clear by laboratory studies. Melville & 
Rapp (1988) used a laser Doppler velocimeter (LDV) to measure the horizontal 
velocity of the fluid at the surface and to detect breaking. Figure 4 shows an 
example of a small section of coincident surface displacement and velocity time 

0.6 

Tkc 0.4 

u - 
C( 0.2 

0 

-0.2 

I I I I I I 1 I I 

0.5 (2n) 1 .o (4n) 
time (s), (u,, t (rad)) 

Figure 4 Laboratory measurements of the normalized surface displacement (dashed line) and hor- 
izontal fluid velocity component (solid line) in breaking and unbroken waves following Benjamin- 
Feir instability of a uniform wave train. (From Melville & Rapp 1988.) 
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series. Of the two waves in the frame, the smaller less-steep wave is breahng 
while the larger steeper wave is not. The wave began breaking near the peak of 
the wave envelope but decreased in amplitude and slope as it continued to break. 
Bonmarin’s (1989) laboratory measurements showed significant changes in the 
wave parameters during breaking. These examples demonstrate the danger of 
using observations of breaking at an undetermined stage in its evolution to infer 
breaking criteria. It also points to the difficulties inherent in using the surface 
displacement at a point or its first derivative in time as an accurate indicator of 
breaking. 

The intermittent random occurrence of breaking in the field is clearly not 
well described by isolated point measurements. Breaking is better observed 
by measuring related variables as a function of two-dimensional position on 
the ocean surface as they evolve in time. Phillips (1985) proposed that the 
statistics of breaking be described by a distribution function A(c) such that 
A(c)dc represents the average total length of breaking fronts, per unit area of 
ocean surface, that have speeds in the range c to c + dc. The total length of 
breaking fronts per unit area is then 

00 

L =h  A(c)dc (1) 

R = lm A(c)cdc, (2) 

and the fraction of the total surface area swept over per unit time by breaking 
waves is 

where the distribution CA (c)dc gives the expected number of breaking events 
with velocities in the range c to c + dc passing a fixed point per unit time. It is 
also apparent that the geometry and kinematics of the surface may not be the 
most appropriate measurements in all cases. In many instances the process of 
interest (e.g. heat transfer, gas transfer, turbulent mixing) may dictate the most 
appropriate diagnostic variable to use as an indicator of breaking. This sidesteps 
the contentious hydrodynamic issue of whether or not there is a “universal” 
breaking criterion. For example, if the heat transfer associated with breaking 
is the issue, then thermal images of the mixing of cooler (warmer) water across 
the warmer (cooler) surface layer may be the direct measurement of interest. 
Figure 5 shows an example of just such an infrared image taken by Jessup 
(1995). In laboratory measurements Rapp & Melville (1990) used the mixing 
down of a dyed surface to both detect breaking and to quantify the turbulent 
length and velocity scales of the mixing. Similar analyses may be used on 
infrared images. 

In recent years other nonhydrodynamic methods of detecting breaking have 
been investigated and exploited. These include acoustic methods and microwave 
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methods. The use of active microwave methods to detect and quantify breaking 
has been investigated by a number of authors. Keller et a1 (1986) presented an 
illustrative summary of the use of coherent microwave systems in measuring 
breaking waves. They pointed out that specular, Bragg, and volume scattering 
may contribute to the scattered components. Banner & Fooks (1985) associated 
enhanced scattering by a quasi-steady spilling wave with the Bragg components 
in the smaller-scale waves and surface disturbances that accompany the turbu- 
lence. The author and his co-workers (Melville et a1 1988; Jessup et a1 1990, 
1991a,b; Loewen & Melville 1991a) have attempted to quantify the scattering 
by breaking waves and correlate it with the dynamics of breaking. In laboratory 
studies we have found that the scattering correlates with the dissipation due to 
breaking, although the detailed reason for this result remains to be investigated. 
In the field we have found that the lower-order moments of the microwave 
Doppler spectrum taken together provide a good indicator of breaking and that 
the contribution of the breaking waves to the radar cross section at moderate 
incidence angles is significant and increases approximately as the cube of the 
friction velocity of the wind, consistent with modeling of Phillips (1988). Nev- 
ertheless, the fact remains that steep but unbroken waves may have similar 
microwave signatures to breaking waves, and resolving the differences may 
prove difficult, especially with small footprint scatterometers. However, recent 
advances have led to the use of FMCW (frequency modulated continuous wave) 
radars (Smith et a1 1995) and phased-array radars (Frasier et a1 1995) for ocean 
imaging. The imaging radar can give two-dimensional scatterer velocity and 
radar cross-section images of the ocean surface at a spatial resolution of O( 1 m) 
at O(10 Hz) for areas of 0(104-lo5 m2). This ability to monitor the evolution 
of radar images and hence breaking-wave signatures in two-dimensional space 
and time should greatly enhance our attempts to use radars for detecting and 
quantifying breaking. 

Acoustics is another powerful tool, and we have more to say on this subject 
later. The entrainment of air by breaking leads to the radiation of sound from 
the breaker; the injected bubble cloud also presents a strong acoustic scatterer. 
Thus both passive and active acoustical techniques can be used to identify 
and track breaking waves. Thorpe and his associates have pioneered the use of 
active acoustics for identifying breaking waves by deploying side-scan sonars at 
lake and coastal sites (Thorpe & Hall 1983). This technology has been further 
developed by Pinkel & Smith (1987), who added a Doppler capability and 
multiple beams. Scattering from the surface bubble clouds may then be used to 
measure the directional wave spectrum as well as identify intermittent regions 
of larger backscatter and Doppler shift associated with breaking-induced bubble 
injection events. 
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Crowther & Hansla (1993) have used a seven-element directional hydrophone 
array along with video imaging from a helicopter to acoustically identify and 
track breaking waves. These were clearly preliminary measurements for proof 
of the technique and did not have the supporting environmental measurements 
to permit firm conclusions to be drawn; however, they did show that breaking 
waves could be tracked acoustically, that the acoustic technique detected events 
that went undetected in video recordings of whitecaps, and that the approximate 
acoustic shape of the breaker could beresolved. Using a small hydrophone array 
suspended below a surface float, Ding & Farmer (1994a) have identified, quan- 
tified, and tracked breaking waves by measuring the sound they radiate. With 
a relatively small hydrophone array they were able to measure the speed and 
duration of the breaking events and correlate them with the other environmental 
measurements. The results of their measurements are discussed below. 

In summary, the only reliable hydrodynamic methods for identifying break- 
ing at all scales include measurements of both the surface geometry and the 
velocity field at the surface. Such methods are confined to the laboratory at 
present. The problem of detection and quantification of the parameters de- 
scribing breaking waves remains an impediment to field studies of breaking, 
but significant progress has been made in recent years and much more can be 
expected in the very near future. 

4. MOMENTUM FLUX ACROSS 
THE AIR-SEA INTERFACE 

Even to the casual observer it is obvious that the wind generates waves and 
currents. What is not so obvious is the partitioning of the fluxes across the air- 
sea interface between waves and currents. Surface waves have an associated 
mean momentum flux that is proportional to the square of the wave height. If 
the waves were to continuously receive momentum from the wind they would 
continue to grow and the momentum flux they carry would continue to increase. 
The growth of the waves is arrested by breaking, and in breaking the wave field 
gives up part of its momentum flux to currents. Thus breaking is an important 
process in the generation of ocean currents. 

The partitioning of stress in the atmospheric boundary layer between turbu- 
lent Reynolds stresses and wave-induced stresses and their dependence on sea 
state is an area of significant interest to wind-wave modelers and those devel- 
oping parameterization schemes for coupled atmosphere-ocean models. In the 
context of surface-wave breaking, one of the central issues was clearly stated 
by Mitsuyasu (1985). The essentials may be discussed by considering a locally 
uniform two-dimensional wave field that has spatial gradients on a scale much 
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larger than the wavelength. The wave momentum flux S11 is given by 

where E = pwga2/2 is the wave energy density and pw is the density of the 
water. The momentum flux from the air to the water to is given by to = tW 4- tt, 
where T, is the flux directly into the waves and q is the remaining turbulent 
flux that is not coherent with the wave field. In the absence of dissipation, tw 
can be related to the gradient in the momentum flux due to wave growth, 

dSll B tw=-- - - E ,  
dx  c (4) 

where /? = ( c g / E ) ( d E / d x )  is the energy density growth rate and c and cg are 
the phase and group velocities, respectively. From laboratory experiments in the 
absence of breaking, Mitsuyasu (1985) found that tw = 22(~k)~to ,  which gives 
significant values of tW/to x 0.35 for representative values of the wave slope 
ak x 0.13. This estimate of the momentum flux directly into the wave field was 
supported by laboratory and field measurements, giving tW/zo in the range 0.4- 
0.6 (Hsu et a1 1981, 1982; Snyder et a1 1981). However, field measurements of 
the secular wave growth showed that (dS l l ) / (dx )  = 0.05~0; that is, only 5% 
of the momentum flux from the atmosphere is carried by waves propagating 
out of the generation region. This is approximately 10% of the measured 
momentum flux from the wind to the waves. Mitsuyasu conjectured that the 
remainder of tW is lost from the wave field by breaking in the generation region. 
More detailed modeling and data (Komen et a1 1994) suggest that for young 
wind seas2 (cp/u*, 5 5) ,  t W / t o  x 1.  This flux ratio decreases to approximately 
0.5 for cp/u*, = 25, but the essential result remains. 

The above argument was supported by laboratory experiments on unsteady 
breaking by Melville & Rapp (1985). Using the dispersive properties of deep- 
water waves to focus a wave packet in a laboratory channel, and by measuring 
the wave field upstream and downstream of the break, we measured the excess 
momentum flux lost from the wave field. (See Figure 6a.) Using field mea- 
surements of the incidence of breaking by Thorpe & Humphries (1980), it was 
shown that Mitsuyasu’s conjecture was supported by the combined laboratory 
and field data. Rapp & Melville (1990) extended the laboratory studies consid- 
erably. We can conclude from this work that although a significant fraction of 
the momentum flux from the atmosphere may pass through the wave field (50% 
or more), most of it is lost to currents by breaking in the generation region. 

*The “age” of the sea is given by the ratio of the phase speed at the peak of the spectrum cp to 
the friction velocity in the air u * ~ .  
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5. WIND-WAVE MODELING 

5.1 The Radiative Transfer Equation 
A rigorous theoretical foundation for prediction of wind-wave generation evo- 
lution and decay does not yet exist, but a sufficient number of the important 
pieces of the puzzle can be assembled to formulate the problem in terms of the 
radiative transfer equation (Phillips 1977, Komen et a1 1994): 

dN aN _ -  - - + (cg +U) . dt at 

where N(k) = gF(k)/a = (g/k>’/2F(k) is the wave action spectral density; 
T(k) is the action spectral flux due to wave-wave interactions; S, is the wind 
input; and D represents the dissipation, which is thought to be due primarily to 
breaking. I = -vk T(k) is the “collision integral” representing the nonlinear 
wave-wave interactions as formulated by Hasselmann (1962). 

Parameterizing S, and D and efficiently computing I comprise the crux of 
the wind-wave prediction problem. This is an area of both basic and applied 
research, with fundamental questions obscured by the commonly accepted pa- 
rameterizations that are necessary to arrive at tractable (numerical) solutions to 
practical problems. For an excellent up-to-date treatment the reader is referred 
to Komen et a1 (1994), who show that the subject has developed in much the 
same way as turbulence modeling with a combination of rigorous idealized 
models, physically motivated approximations and parameterizations, and em- 
pirically based “constants” being used to give closure. The cornerstones of the 
modeling are the rational theories of wind-wave generation and nonlinear wave- 
wave interactions. The wind-input term is based on Miles’ theory (1957, 1993) 
and empirical input (Snyder et al 1981, Plant 1982), leading to an expression 
of the form 

S, = mcos2* t9a(u,a/c)2N(k) (6) 

(Phillips 1985), where m and p are empirical constants and u*a is the friction 
velocity in the air. 

The nonlinear wave-wave interaction term I is derived on the basis of a 
small-slope approximation for gravity waves in the energy containing part of 
the spectrum and is typically limited to considering quartet interactions in the 
neighborhood of the resonant manifolds. Closure is based on a Gaussian as- 
sumption, which leads to certain subtleties in the reversibility of the process of 
wave evolution and an inability to consider interactions between waves of dis- 
parate scales. This excludes the important long-wave short-wave interactions 
discussed above, which are important for inverting remotely sensed microwave 
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a 

Figure 6 Laboratory measurements of the decrease in the normalized variance of the free-surface 
displacement of a wave packet due to breaking. (a) Normalized variance as a function of the 
normalized distance downstream. S and P mark the breaking positions of single spilling and 
plunging waves, respectively. (b) The normalized difference across the breaking region determined 
from data similar to that in (a). This quantity is proportional at lowest order to both the loss of 
excess momentum flux and energy from the wave packet. Note that and ko are measures of 
characteristic wave amplitude and wave numbers, respectively. [From Melville & Rapp 1985.1 
Reprinted with permission from Nature. Copyright (1985) Macmillan Magazines Limited. 

data. Exact numerical computation of I is typically limited to research prob- 
lems; operational wind-wave models normally use an approximate form of I ,  
which, for example, may assume that the dominant interactions are between 
neighboring wavenumbers. 

The dissipation term is the least well understood. By assuming that wave 
breaking is equivalent to surface pressure perturbations that are local on space 
and time scales small compared to the respective scales of the breaking waves, 
Hasselmann (1974) found that if the dissipation term was also weak in the mean, 
then it was proportional to the spectral energy density with a damping coefficient 
proportional to the square of the wave frequency. This result, subsequently 
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Figure 6 (continued) 

modified by Komen et a1 (1984), leads to an expression of the form 

D C( 6(c/6)2(&/&p&N(k), (7) 

where IT is the radian frequency, B is a slope parameter, and the subscript “PM’ 
refers to a value representative of the fully developed spectrum (Pierson & 
Moskowitz 1964). Overbars denote mean quantities, Figure 7 shows an exam- 
ple of the spectrum and the contributions from the various terms as computed 
by Komen et a1 (1984). According to this model the wind input and dissipation 
predominate at frequencies greater than the spectral peak, whereas the effect 
of the nonlinear interactions is to add energy at the lower frequencies while 
subtracting it from the higher frequencies. Clearly, if this class of models is 
representative of the physics, then the dissipation due to breaking is comparable 
to the wind input and must have a profound effect on the details of the spectral 
evolution (see Trulsen & Dysthe 1992). 

A less direct influence of breaking is on the wind-input term itself. Break- 
ing may also enhance the momentum flux from the atmosphere to the ocean 
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through air-flow separation that is concomitant with quasi-steady breaking and 
modifies the phase of the aerodynamic pressure relative to the surface wave 
(Banner & Melville 1976, Banner 1990a, Banner & Peregrine 1993). How- 
ever, these effects require more measurements in unsteady breaking to confirm 
the significance of the phenomenon over a range of scales at the ocean surface. 

5.2 
Numerical solutions of the wind-wave model equations, like the results of 
physical experiments, need interpretation. With the example of the success of 

Equilibrium Models and Spectral Slopes 

x 105 

0 1 2 3 
f l f ,  

Figure 7 Numerical model output of the wind-wave spectrum and contributions to the wind input 
(- . -); nonlinear transfer (. . .); and dissipation (- - -), in the wind direction. (From Komen 
et al 1984. (Reproduced with the permission of the American Meteorological Society.) 
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Kolmogorov’s universal equilibrium and inertial subrange in describing turbu- 
lence spectra, it is not surprising that similar approaches have been made in 
an attempt to explain the essential characteristics of the surface-wave energy 
spectrum. The motivation for this work has expanded in recent years with the 
need to understand active microwave remote sensing data, which are directly 
affected by small-scale waves of wavelengths of O( 1 m) or less. 

Phillips (1958) speculated that, at high frequencies and wavenumbers, sat- 
uration due to breaking would occur and that the form of the spectrum could 
only depend on the frequency 0 and gravity g. This led to a frequency spectrum 
of the form F ( a )  = Pg20-5, with P becoming known as “Phillips constant,” 
and a wavenumber spectrum F(k) a k-4. During the 1970s, as more measure- 
ments of wave spectra became available, it became apparent that P was not 
constant. On the basis of laboratory measurements and dimensional analysis 
Toba (1973) proposed that F should also depend on the wave age C / U * ~ ,  which 
gives 

(8) 

This result was supported by subsequent laboratory and field data (Kawai 
et a1 1977, Forristall 1981, Donelan et a1 1985). Kitaigorodskii (1983) followed 
Kolmogorov’s inertial subrange idea and explicitly considered an equilibrium 
region in which I = S, = D = 0. As a consequence of this hypothesis he 
found that 

(9) 

2 -5 - -4 F ( 0 )  a (u*a/c)g 0 - u*ago . 

-1/2k-7/2 F(k) a u*ag 

F ( 0 )  a u*ag0-4. (10) 

This frequency spectrum agrees with the more recent observations. Kitaig- 
orodskii’s model was quickly followed by an equilibrium model from Phillips 
(1985). The basis of Phillips’ modeling was that the right-hand side of Equation 
5 was zero through an equilibrium in which all terms were significant: 

I f S, f D = 0, 

I a S, a D. 
(1 1) 

(12) 

Phillips found that the energy spectrum was given by 

F(k) = /?(COS t9)pU,ag-’/2k-7/2 (13) 

and the spectral rate of energy loss was given by 

E(k) = y / ? 3 ( ~ ~ ~ 8 ) 3 p ~ : a k - 2 .  (14) 
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It may at first seem surprising that the very different hypotheses of Kitaig- 
orodskii and Phillips should give the same spectral slope of -7/2; however, as 
Phillips pointed out, the slope is determined by the form of I ,  which is the same 
in both cases; the assumption of proportionality between the three terms; and 
dimensional constraints. (This work also provides a more general reminder to 
fluid dynamicists that the prediction of a spectral slope may be a necessary but 
not sufficient test of a theory.) 

Most recently, Banner (1990b) has synthesized a spectral model based on 
observations, drawing attention to the importance of the Doppler shifting of 
shorter waves by longer waves in interpreting frequency spectra. Writing the 
wavenumber directional spectrum in the form 

F(k ,  8)  = F ( k ,  O , , - , d W ;  k ) ,  (15) 

where F ( k ,  e-) a k-4 and D(8; k) are based on observations (Banner et al 
1989), he calculates a frequency spectrum proportional to u* ,c -~ .  The dif- 
ferences between Phillips’( 1985) and Banner’s (1990b) modeling remain to be 
resolved. 

We summarize by noting that our inability to directly measure the spectral 
distribution of dissipation due to wave breaking is the greatest impediment to 
the further development of the current generation of wind-wave models. In 
the absence of these measurements, the local equilibrium hypothesis provides 
a rational way of estimating the dissipation based on our better knowledge of 
wind input and weak nonlinear transfers. It is also consistent with a multiple- 
scale approach in which on short length and time scales the spectrum is in 
equilibrium, while on longer scales secular changes can occur. 

6. DISSIPATION DUE TO BREAKING 
Given the theoretical difficulties associated with the nonlinear breaking, two- 
phase turbulent flow at free-surfaces, progress in determining the dissipation 
due to breaking depends on the availability of good experimental data. Although 
attempts are in progress to infer the dissipation due to breaking in the field, the 
methods available are indirect. It is most likely that laboratory experiments 
will continue to provide the most direct and best quality data. The laboratory 
too has limitations: Most experiments are conducted on quasi-two-dimensional 
breaking waves in long-wave channels, However, large wave basins are now 
available that permit the generation of full three-dimensional waves (Lamarre 
& Melville 1994, Loewen & Melville 1994). 

It appears that most breaking waves are unsteady, even in a frame traveling 
with the underlying wave. Nevertheless, if the time to establish the whitecap 
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is small compared to its duration then a quasi-steady model may prove use- 
ful. Duncan (1981, 1983) generated quasi-steady breaking waves by towing a 
hydrofoil along a channel. He found that the drag Db of the whitecap (per unit 
width) on the underlying flow was given by 

where c is the phase speed of the wave and 8 is the angle of inclination of the 
underlying surface to the horizontal. Since the speed of the underlying fluid 
is approximately c, the work done by the whitecap on the underlying flow, or 
dissipation per unit length of wave crest € 1 ,  is 

ffPWC5 
€1 = - 

gsin8‘  
For Duncan’s experiments a was in the range 0.0075-0.009 and 8 ranged 
from 6.5 to 14 degrees; this yielded values of q g / p W c 5  in the range 0.031- 
0.066. Duncan’s experiments showed that the quasi-steady whitecap evolved 
into a trailing turbulent surface wake downstream of the wave crest. Cointe 
& Tulin (1994) developed a simple theoretical model of quasi-steady breaking 
that showed good agreement with Duncan’s measurements. 

The quasi-steadiness of Duncan’s experiments affords some distinct measure- 
ment advantages, but there are aspects of breaking that cannot be addressed with 
quasi-steady models. For example, the area of the surface (length of the surface 
in two dimensions) directly broken (turned over or “renewed”) by breaking is an 
important parameter for gas and heat transfer studies. This localization in space 
and time presents a distinct advantage for experiments on unsteady breaking 
since fluxes into and out of the breaking region can be measured without the 
need to confront the difficult job of measuring the details in the breaking region 
itself. This fact was exploited in a series of experiments by Melville & Rapp 
(1985), Melville et a1 (1988), Rapp & Melville (1990), Lamarre & Melville 
(1991), and Loewen & Melville (1991a). Using dispersive wave packets that 
focus in the breaking region, Melville & Rapp (1985) measured the wave mo- 
mentum flux (or energy density) of the packet upstream and downstream of 
the breaking region, thereby inferring the losses from the wave field due to 
breaking. Figure 6b shows a plot of the losses against an integral slope pa- 
rameter for the wave packet upstream. Rapp & Melville (1990) extended these 
measurements with flow visualization of the volume of fluid mixed down by 
the turbulence and LDV measurements of the turbulence generated by break- 
ing, finding empirical power laws in time for the evolution of the shape and 
turbulent kinetic energy of the mixed region that scaled with the prebreaking 
wave variables. The fact that the turbulence is confined to a local volume of 
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fluid permitted the correlation of flow visualization of the dyed mixed fluid 
with the LDV measurements. After only four wave periods from the onset of 
breaking, less than 10% of the energy lost from the surface waves remained as 
turbulent kinetic energy. If all the energy (or even a large fraction of it) lost 
from the wave field initially generates turbulence, then this result implies that 
the turbulence generated by breaking is highly dissipative. The data showed 
that for these wave packets of finite bandwidth the energy loss was typically 
confined to frequencies greater than the center frequency of the packet, with 
higher frequency losses around the second harmonic band. Visual observation 
of the wave-gauge time series showed that high-frequency waves were radi- 
ated both upstream and downstream of the breaking region. Spectra at low 
frequency displayed a slight increase downstream of the breaking region. This 
latter observation would be consistent with the generation of free long waves 
resulting from the change in the gradients of the radiation stress accompanying 
breaking. In contrast to the current models of the “dissipation” source term in 
wind-wave models these results suggest that breaking is not just a sink of wave 
energy, but may also be a source in some wavenumber-frequency bands. 

All of the unsteady breaking experiments cited above displayed dynamical 
similarity. That is, the variables describing the dissipation and the evolution of 
the turbulent patch when nondimensionalized by the prebreaking wave variables 
were a function of an integral measure of the slope of the wave packet. This 
relationship suggests that we should examine the rate of viscous dissipation 
in the turbulent patch (Rapp & Melville 1990, Melville 1994). For turbulent 
flows of sufficiently large Reynolds numbers, the rate of dissipation per unit 
mass is typically of O ( u 3 / l ) ,  where u and 1 are integral velocity and length 
scales respectively. Rapp & Melville’s (1990) flow visualization showed that 
the roughly triangular turbulent region extended to a depth D and a horizontal 
length comparable to the wavelength h. If 1 is comparable to D ,  the dissipa- 
tion rate per unit length of crest averaged over the duration of the event E [  is 
given by 

pwu3 lh 
€1 x -- 

I 2 ‘  
Using the dispersion relationship to express A(c) and the results of Rapp & 
Melville (1990) gives 

-- ‘ I g  - (3-16) 
PWC5 

Melville (1994), reexamining the data of Loewen & Melville (1991a), found 
c,g/ (pWc5) to be an increasing function of the wave-packet slope and in the 
range (4-12) x This common scaling of the rate of dissipation for both 
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the steady and unsteady breaking (cf Equation 17) is simply a result of the 
dynamical similarity based on the dispersion relationship in each case. The 
differences arise in the value of the numerical coefficient, which appears to be 
up to an order of magnitude smaller for the unsteady case-a difference that 
has yet to be explained. 

For the unsteady data cited above, the duration of the breaking was in 
each case of the order of the wave period; thus the total viscous dissipation 
of energy per unit length of crest for one breaking event, El, is given by 
Elg2/pwc6 = 0(10-2-10-'), where the numerical coefficient is at least a 
function of a measure of the slope of the wave field (Melville 1994) and may 
also be a function of other dimensionless parameters including moments of the 
wave spectra. 

Based on his equilibrium modeling and Duncan's (198 1) data, Phillips (1985) 
inferred that the contribution to the wave dissipation by breaking events in the 
speed range c to c +dc was proportional to u:,c-2dc and that A(c). the length 
of breaking events in the same speed range per unit area, was proportional 
to u : , c - ~ .  Although measuring the speed of the breaking events is possible 
(Ding & Farmer 1994a), the dependence of these and other variables on rather 
large powers of c implies that calculating some of these derived variables from 
empirical data will be error prone. 

Thorpe (1993) has taken a complementary approach and used observations 
of the incidence of breaking and Duncan's data to infer the total rate of energy 
loss per unit area of surface as 

where Cb is the characteristic phase speed of the breaking waves, cp is the phase 
speed at the peak of the spectrum, and Ulo is the mean wind speed at 10 m 
height. Comparison of this expression with mixed-layer data of Oakey &Elliot 
(1982) led Thorpe to conclude that for that data set cb/cp = 0.25, with a 
wavelength ratio of = 0.06. Using the dissipation data from unsteady 
laboratory experiments and a model of an enhanced dissipation layer in the 
wave zone, Melville (1994) concluded that the same mixed-layer data implied 
that Cb/Cp was in the range 0.4-0.63. Despite the uncertainties in both the 
modeling and the data, it is of interest that the recent acoustical measurements 
of Ding & Farmer (1994a) show Cb/Cp in the range 0.4-0.75, decreasing as the 
phase speed at the peak of the spectrum increased. (See Figure 9 below.) 

7. THE WAVE-ZONE BOUNDARY LAYER 
Some of the energy lost from the wave field is available as a source of turbu- 
lent kinetic energy near the surface, and this leads to the possibility that the 
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dynamics of the turbulent boundary layer in the wave zone may, as a result of 
the direct effects of breaking, be different from that in the classical logarithmic 
boundary layer over a rigid surface in which mean shear is the primary source 
of turbulence. While mean velocity measurements are the simplest to make in 
the laboratory and in the wall region of terrestrial atmospheric boundary layers, 
because of instrument motion, direct measurements are difficult to make in the 
ocean. Much of the evidence for a distinct wave-zone boundary layer is indirect 
and based on measurements of the volumetric dissipation rate per unit mass, 
E. Over the past decade a number of measurements in lakes and in the ocean 
have detected the presence of a region of enhanced dissipation differing from 
Z E K Z / U : ~  = 1, which applies in the logarithmic law-of-the-wall region. 
Here K is von Karman's constant, z is the depth, and u*w is the friction velocity 
in the water. Kitaigorodskii et al (1983), using drag-sphere data from Lake 
Ontario, found that Z was up to two orders of magnitude greater than expected 
for law-of-the-wall scaling. These experiments were later extended to include 
acoustic and LDV measurements, which confirmed that Z was of O(10-100) 
near the surface, as shown in Figure 8 from Agrawal et a1 (1992). 

Working with the same data Drennan et a1 (1992) found that the dissipation 
decayed as z - ~ ,  with a! in the range 3.0-4.6. Drawing an analogy with grid- 
generated turbulence they proposed that the data could be represented by 

E = 1 . 8 4 ~ Z ~ k - ~ ~ - ~ ,  (21) 

where c and k are the characteristic phase speed and wavenumber of the waves 
supporting the energy flux from the wind. They further suggested that this r4 
dissipation would begin at a depth z = /3 H,, where 

and Hs is the significant wave height. 
Gargett (1989) had earlier reported dissipation measurements in the upper 

30 m that showed a z - ~  depth dependence, but did not report any wind depen- 
dence in wind speeds up to 12 m s-'. This z - ~  depth dependence is consistent 
with the laboratory grid-mixing measurements of Hopfinger & Toly (1976), 
which show the turbulent velocity u decaying as z-l and the integral length 
scale Z increasing like z away from the source of the turbulence. Thus E a z - ~ ,  
and the turbulence Reynolds number RT uZ/u is independent of z. This 
is equivalent to a constant eddy viscosity. The turbulent kinetic energy in the 
decaying grid-generated turbulence results from a balance between dissipation 
and turbulent transport, with the energy supplied by the motion of the grid. In 
the case of the surface boundary layer, the breaking waves would be the source 
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of the turbulence. Farther away from the surface, mean-shear-generated turbu- 
lent kinetic energy must be added to the balance, leading to the law-of-the-wall 
scaling and the logarithmic velocity profile for the mean velocity defect Us - U ,  
where Us is the mean velocity at the surface. 

Although the field measurements suggested that breaking was the source of 
the enhanced dissipation near the surface, none had included any measurements 
of the incidence of breaking. This motivated Melville (1993,1994) to determine 
whether a layer of enhanced dissipation near the surface was consistent with the 
modeling of dissipation due to breaking in wind-wave models and laboratory 
measurements of breaking and mixing. Using Phillips’ (1985) equilibrium 
model and the data of Rapp &Melville (1990), Melville (1993,1994) concluded 
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that a well-mixed surface layer should exist to a depth of the order of the breaking 
wave height with volumetric dissipation rates one to two orders of magnitude 
greater than the law-of-the-wall result, consistent with the data of Agrawal 
et a1 (1992). 

The most complete attempt so far to incorporate these ideas into a model 
was made by Craig & Banner (1994), who used a standard scheme to close the 
mean momentum and turbulent kinetic energy equations for the boundary layer 
in a rotating fluid. This scheme uses eddy viscosities to represent the effects of 
the Reynolds stresses and turbulent transport terms, and it employs an integral 
length scale proportional to the distance from the boundary. Craig & Banner 
considered separately the balance between shear generation and dissipation and 
between turbulent transport and dissipation. In the latter case they found that E 

was given by 

(23) E = 2.4u*,az;(zo 3 - z)-n-', 

with n = 2.4. Thus E 0: within the range reported by Drennan et a1 (1992) 
and close to the z - ~  found in the field data of Anis & Moum (1992). For this 
turbulent kinetic energy balance, Us - U varied as z0.*, close to a constant mean 
shear that would be expected if the eddy viscosity were constant. However, in 
a comparison with the data of Agrawal et a1 (1992), the full numerical model, 
including both shear generation and turbulent transport, gave a somewhat slower 
decay of dissipation with depth. 

Very recently two papers have appeared from the group that published 
Agrawal et a1 (1992) and Drennan et a1 (1992). The first (Terray et a1 1995) 
carefully edited the earlier lake data to remove conditions that may have led 
to platform interference and other errors. They now find a slower decay of 
dissipation with depth so that 

where C is an effective phase speed for wind input such that the energy flux 
from wind to waves is pwu2,C?. It is of interest to note that E/cP was roughly 
0.1 near full development, but was in the range 0.35 to 0.75 for inverse wave 
age u*JcP greater than 0.075, the range for which the dissipation data were 
analyzed. This may be compared with the normalized breaking wave speeds, 
cb/cp,  inferred by Melville (1994) and measured by Ding & Farmer (1994a). 
(See Section 6.) Drennan et a1 (1995) report on ship-based ocean dissipation 
measurements during the Surface WAves Dynamics Experiment (SWADE) and 
find good agreement with the lake data and the z-2 decay. These are difficult 
measurements to make and there is considerable scatter in the combined data 
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sets (up to two orders of magnitude in the dimensionless dissipation), so firm 
conclusions about vertical gradients in dissipation can not be made at this 
time. What is clear is that much work needs to be done to measure and model 
turbulence in the surface wave zone. 

Left unresolved by the turbulence closure modeling is the problem of esti- 
mating the roughness length ZO: Craig & Banner use values in the range 0.1-8 m 
to obtain rough agreement with the field measurements of e .  In these boundary 
layer models, z = ZO gives the position of the virtual surface at which U = Us. 
If turbulence generation in the wave zone is dominated by wave breaking, then 
it will be intermittent at the larger scales of wave breaking and perhaps less so 
for microscale (decimeter) breaking. Typical rates of visible breaking at a point 
are of O(O.Ol-O.1) breaking waves per wave, based on the period of waves at 
the peak of the spectrum (see Holthuisen & Herbers 1986). If breaking is dom- 
inated by waves at frequencies greater than the peak of the spectrum, then the 
laboratory evidence suggests that the initial penetration of turbulence will be 
to depths of the order of the breaking wave height. This turbulence will then 
be transported by the turbulence itself, the orbital motion of the larger longer 
waves, and perhaps by Langmuir circulations. All of these effects may serve 
to mix the momentum and determine the position of the virtual surface (or ZO). 
Indeed, there may in fact be at least two virtual origins: one for the constant- 
shear region (transport/dissipation balance) and one for the logarithmic layer 
(shear generation/dissipation balance). Furthermore, breaking is not the only 
possible source of turbulence in the surface layers with thermal convection, 
Langmuir circulations, and even rainfall also contributing. Because the anal- 
ogy with grid mixing may also apply to these sources, it may prove difficult, on 
the basis of the scaling of dissipation by analogy to grid mixing, to reconcile 
field measurements of zo with simple models. Scaling and modeling of zo in 
the atmospheric marine boundary layer remains an area of active research. 

8. GAS TRANSFER 
Public debate has heightened awareness of the importance of the oceans in 
modulating secular changes in climate. Perhaps nothing has attracted as much 
attention as the influence of the increase in greenhouse gases on global warming. 
Quantitative estimates of the role of the oceans in taking up increases in C02 
are based in part on global budgets that involve considerable uncertainty. As 
Baggeroer & Munk (1992) have recently observed in their status report on 
acoustic monitoring of ocean warming, “. . . all we know for sure is that the 
oceans are an important sink of heat, and C02, and of ignorance.” 

For moderately soluble gases such as C02 and 0 2 ,  the transfer across the 
air-sea interface at lower wind speeds is controlled by the aqueous boundary 
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layer (Jahne 1990) and is parameterized in terms of a gas transfer velocity k, 
where the molar flux of gas across the interface is given by j = k Ac and Ac is 
the difference between the saturation and bulk concentration of the dissolved 
gas. For low wind speeds, wind-wave laboratory studies have shown that 

k = U S C - O . ~ U * ~  (25) 
(JSihne 1990, Khoo & Sonin 1992), where Sc = LJ/K is the Schmidt number, 
the ratio of the kinematic viscosity of the fluid to the diffusion coefficient of 
the dissolved gas, and the numerical coefficient a! is of O(l0-I). At higher 
wind speeds, above 10-12 m s-' say, there is a relatively sharp increase in a! 
(an approximate doubling), with higher wind speeds giving a correspondingly 
higher transfer velocity (Broeker & Siems 1984, Merlivat & Memery 1983, Liss 
& Merlivat 1986). This increase in the transfer velocity has been attributed to 
the onset of breaking and bubble entrainment and is qualitatively consistent 
with the sonar measurements of bubble clouds and modeling by Thorpe (1982), 
who concluded that the gas flux from the bubbles may dominate the air-water 
gas flux at wind speeds above 12 m s-'. 

However, recent experiments by Khoo & Sonin (1992) in which the turbu- 
lence is induced by agitation from below with no breaking nor air entrainment 
show a similar break and enhancement of the gas transfer. Notwithstanding this 
uncertainty regarding the mechanism leading to enhanced gas transfer at higher 
wind speeds, Jahne (1990) has demonstrated that the addition of a mechanically 
generated breaking wave to a wind-generated wave field in the laboratory can 
enhance the gas transfer by a factor of two. 

Parameterization and modeling of air-sea gas transfer processes have de- 
pended to a great extent on laboratory studies, which may not faithfully represent 
the full complexity of the wind-driven sea surface. The opportunities for field 
studies of gas transfer have improved recently with the development of contin- 
uous onboard analytical techniques and relatively rapid-response dissolved-gas 
sensors that can be deployed in the field for extended periods. Watson et a1 
(1991) used a dual-tracer technique in which two inert gaseous tracers (SF6 and 
3He) were released into a shallow sea and concentrations were subsequently 
measured for up to ten days. Their measurements were consistent with Liss & 
Merlivat's (1986) parameterization, including enhanced gas transfer at higher 
wind speeds. In a recent field experiment in the Middle Atlantic Bight, Wallace 
& Wirick (1992) deployed apair of dissolved oxygen sensors at two depths (19 m 
and 34 m) for a period of four months. They found that the time series of dis- 
solved oxygen were distinguished by sudden large increases associated with 
surface-wave activity, followed by longer periods of degassing between storms 
(Figure 9). Their data supported the conclusion that the gas invades rapidly to 
supersaturation as a result of pressurization of bubbles entrained to depths of 
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' i o  io i . i o  io i . i o  io i i o  io i i o  
Nov Dec Jan Feb Mar 

Figure 9 Field measurements of dissolved oxygen and other environmental variables, including 
wave height, orbital velocity, and wind speed. Note the rapid increase in the dissolved gas with 
storm events indicated in the orbital velocity time series and the slower relaxation back to lower 
levels. The model results cited in the text ~ I V  denoted by the numerals 1-3. (From Wallace & 
Wirick 1992.) [Reprinted with permission from Narure. Copyright (1992) Macmillan Magazines 
Limited.] 
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several meters, but evades more slowly via transport across the air-sea interface. 
They compared their measurements with the semi-empirical models of Thorpe 
(1984) and Spitzer & Jenkins (1989) (both of which included bubble transport) 
and a thin-film model (which excluded bubble tran~port).~ They concluded 
that Thorpe’s model gave the best agreement with the measurements, but be- 
cause it was forced by wind rather than waves, some discrepancies arose. In a 
more detailed but shorter experiment, Farmer et a1 (1993) measured gas tension 
(the sum of the partial pressures of the dissolved gases) at a number of depths 
down to 20 m in a single storm event. Comparing their results with the direct 
surface transfer model of Liss (1988), and models of Thorpe (1984) and Woolf 
& Thorpe (1991), they concluded that a time-dependent correction factor of up 
to 4 was required to give agreement between Woolf & Thorpe’s (1991) model 
and their gas tension data in the surface layer. This discrepancy was attributed 
to an underestimation of the transfer of weakly soluble gases during periods of 
bubble penetration associated with breaking. 

The role of bubbles in air-sea gas exchange is poorly understood, but two 
recent modeling studies have drawn attention to the role of larger bubbles. The 
details of this type of modeling, which combines single bubble dynamics and 
physical chemistry with input from laboratory and field data, is beyond the 
scope of this review, but it is worth mentioning some of the more important 
results. Keeling (1993) concluded that bubble-mediated gas transfer depends 
critically on the production rates of bubbles greater than approximately 1 mm in 
diameter. He suggested that by neglecting the larger bubbles Woolf & Thorpe 
(1991) may underestimate substantially the role of bubbles in gas exchange. 
Keeling also found that the enhanced gas transfer at higher wind speeds as 
parameterized by Liss & Merlivat (1986) was approximately reproduced by 
his modeling, suggesting that most of the enhancement may be explained by 
bubble entrainment, which would be more important for less soluble gases. In a 
related study, Woolf (1993) reaches similar conclusions, and like Keeling stated 
that confident prediction of bubble-mediated gas transfer remains difficult. 

One of the integral constraints on bubble-mediated gas transfer is the total 
volume of gas entrained by breaking waves. It is commonly assumed that 
this quantity is related to whitecap coverage (i.e. the fraction of the sea surface 
covered by foam (Monahan & McNiocailll986) or to a fraction of the whitecap 
coverage associated with actively breaking waves. Breaking waves may entrain 
a volume of air that evolves into a bubble size distribution. In the actively 
breaking waves the local volume fraction of air may range from O(O.l) to 
0 (l), but this rapidly decreases over a time comparable to the wave period as the 
larger bubbles rise back to the surface (Lamarre & Melville 1991). The smaller 

3Note that these three model results are denoted by 1,2, and 3, respectively, in Figure 9. 
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bubbles are entrained by the turbulent flow and mix down to greater depths, with 
the smallest bubbles faithfully following the flow. Thus the bubble clouds near 
the surface may be crudely separated into short-lived, high-void-fraction plumes 
of large bubbles close to the surface [ O( 1 m) depth] embedded in a more slowly 
varying, low-void-fraction background field of smaller bubbles extending to 
greater depths [ O(10 m)]. This background comprises the dispersed remnants 
of earlier bubble injection events. For gas transfer studies one would like to 
know the size distribution of bubbles entrained at the surface and be able to 
measure and predict its evolution. Several attempts have been made in this 
direction (e.g. Thorpe 1982), but given all the uncertainties in specifying the 
velocity field and the initial bubble size distribution, we can not be confident of 
their predictive capabilities at this time. 

Measurements of bubble plumes using upward-looking sonars (Thorpe 1982, 
1992; Vagle & Farmer 1992) at acoustic frequencies of O( 100 kHz) are excellent 
for imaging the small-bubble clouds, but if Keeling (1993) and Woolf (1993) 
are correct then it is the larger bubbles much closer to the surface that may 
play the dominant role for more soluble trace gases, especially carbon dioxide. 
Impediments to improved modeling of bubble transport include uncertainties 
about initial distributions of bubble sizes and subsequent breakup, turbulent 
transport, and surface chemistry and contamination. A recent detailed review 
of this important and fascinating subject is given by Thorpe (1992). 

The enhancement of gas transfer by breaking is due to not only bubble en- 
trainment but also to the local increase in turbulent intensity and dissipation 
accompanying breaking. Kitaigorodskii (1984) has modeled the influence of 
patches of enhanced turbulence caused by breaking. He finds that the transfer 
velocity k is proportional to SC-'/~[UC(O)]'/~, where r(0)  is the dissipation of 
turbulent kinetic energy near the ~urface .~  This expression had been derived 
earlier in a different context by Lamont & Scott (1970) and is in agreement 
with experiments of Dickey et a1 (1984) in a grid-mixing tank. The scaling of 
k is also consistent with mass diffusion across a layer of the thickness of the 
Batchelor (1959) scale SB = S C - ' / ~ ~ ]  for Sc >> 1, where r]  is the Kolmogorov 
microscale. The Schmidt number for gases in seawater is of 0(103), and the 
Batchelor scale corresponds to the beginning of the viscous-diffusive subrange 
in the spectrum of the concentration fluctuations. It is of interest to determine 
the effects of the enhanced dissipation discussed above in the light of Kitaig- 
orodskii's result. From our estimates of Section 7 we expect an enhancement 
of the dissipation by a factor of O(l&lOO). According to Kitaigorodskii this 
would lead to an increase in the transfer velocity by a factor of 2 4 ,  which is 

4Note that Kitaigorodskii used the Prandtl number to denote the ratio of the diffusion of mo- 
mentum to mass. This number is usually reserved for heat transfer. 
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in the range of enhancement caused by breaking found by J a n e  (1990) in the 
laboratory and is comparable to the correction factor of Farmer et a1 (1993), 
which was attributed to bubble effects. Thus, if bubble effects, which depend 
on solubility, are to be unambiguously separated from the effects of enhanced 
mixing or dissipation due to breaking, then the fluxes of gas& of different 
solubilities will have to be measured simultaneously. 

9. THE ACOUSTICS OF BREAKING WAVES 
Until recently, ambient sound in the audio range (20-20,000 Hz) in the ocean 
was broadly classified as being due to ocean turbulence (<lo0 Hz), shipping 
traffic (< 1 kHz), and “wind” noise (100-20,000 Hz) and was represented by 
smooth empirical spectra (Wenz 1962). Commercial oceanographic instrumen- 
tation even exploited the correlation between ambient noise and wind speed (see 
Vagle et a1 1990). While it was recognized that much of the wind noise was in 
fact due to breaking, it is only in the last ten years that attention has focused 
more directly, and in a quantitative fashion, on the relationship between ambient 
noise at the ocean surface and surface-wave breaking. The beginnings of much 
of this work are summarized in the proceedings of a confereme that brought 
together acousticians and hydrodynamicists in Lerici in 1987 (Kerman 1988). 
By that time field measurements had shown that discrete acoustic events could 
be identified with breaking (Farmer & Vagle 1988), and there was considerable 
speculation about the source of the sound. Sources of sound associated with 
the entrainment of air are almost certainly the dominant source of sea-surface 
sound. After entrainment the volume of air is broken up into smaller and smaller 
bubbles. At the time of its generation a bubble is not in its equilibrium shape 
or volume, and as it relaxes to this equilibrium spherical shape it oscillates in 
its axisymmetric (“breathing”) mode. This volume mode of oscillation is the 
most efficient for the radiation of sound and has a frequency 

w2 = 3y P / p , r 2 ,  (26) 

where y is the ratio of the specific heats of the gas, P is the equilibrium pres- 
sure, pw is the density of the liquid (water), and r is the equilibrium bubble 
radius (Minnaert 1933. Leighton 1994). For a bubble of 1-mm radius in water 
at atmospheric pressure, the resonant frequency is approximately 3.26 kHz. 
Banner & Cat0 (1988) presented a video recording of the sound generated in 
this fashion by bubbles pinching off in a quasi-steady spilling breaker. In a se- 
ries of laboratory experiments, Medwin and his colleagues (Medwin & Beaky 
1989, Medwin & Daniel 1990) have shown that bubble resonance is the dom- 
inant source of sound at frequencies greater than approximately 400-500 Hz 
for gently breaking waves. 

Annual Reviews
www.annualreviews.org/aronline

A
nn

u.
 R

ev
. F

lu
id

 M
ec

h.
 1

99
6.

28
:2

79
-3

21
. D

ow
nl

oa
de

d 
fr

om
 a

rj
ou

rn
al

s.
an

nu
al

re
vi

ew
s.

or
g

by
 U

ni
ve

rs
ity

 o
f 

C
al

if
or

ni
a 

- 
Sa

n 
D

ie
go

 o
n 

10
/0

1/
07

. F
or

 p
er

so
na

l u
se

 o
nl

y.

http://www.annualreviews.org/aronline


Figure 5 An infrared image of a breaking wave disrupting the cooler surface layer and mixing up warmer 
water from below. Note the evolution of the turbulent patch and thc range of scales in the temperature field. 
The images represent a patch of surface 5 m X 5 m and are taken 0.25 s apart. (From Jessup 1995.) 
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It is of interest to determine whether the sound generated by breaking can be 
used to do more than just identify breaking events. Preliminary experiments 
showed that for frequencies greater than 500 Hz the sound radiated by breaking 
waves in the laboratory correlated with the energy dissipated (Melville et a1 
1988). If this correlation were to apply to the field, it would offer an efficient 
way of monitoring surface-wave dissipation, a difficult measurement to make 
directly. These preliminary results were confirmed in more extensive labora- 
tory measurements (Loewen & Melville 1991a) that showed that of the order 
of of the mechanical energy dissipated was radiated as sound. (This ratio 
can be thought of as an “acoustic efficiency.”) Subsequently, field measure- 
ments of Kennedy (1992, 1993) showed approximate scaling of the acoustic 
source spectrum with wave dissipation estimates based on Phillips’ (1985) 
model and efficiencies comparable to those measured in the laboratory. Simple 
semi-empirical modeling (Loewen & Melville 1991b) showed that, for gently 
spilling waves, measurements of the sound radiated above approximately 400 
Hz (Medwin & Beaky 1989, Medwin & Daniel 1990) could be reproduced with 
a simple acoustic dipole model of bubbles entrained at the surface. Implicit in 
this result is the fact that the sound radiated is proportional to the volume of air 
entrained. 

Although these results are encouraging for gently spilling waves they do not 
account for the air entrainment and acoustics of more energetically breaking 
waves in which large volumes of air are entrained. In these cases it is more 
useful to consider the whitecap as a continuum described by its geometry and 
void-fraction field, rather than a collection of discrete bubbles. By measuring 
the electrical conductivity of the air-water mixture in the whitecap, Lamarre 
& Melville (1991) were able to infer the void fraction field and hence the 
evolution of the bubble cloud in unsteady breaking waves. They found that 
all of the lower-order moments of the void-fraction field evolved as simple 
exponential or power-law functions in time (Figure 10). These data are of 
interest for acoustic and gas transfer studies, but the most important dynamical 
result of this work was to show that the energy expended in entraining the air 
against buoyancy forces could account for up to 50% of the total surface-wave 
energy dissipated. This result serves to support the earlier empirical correlation 
between energy dissipation and sound radiation. Subsequent field work using 
similar conductivity probes showed that the large void fractions measured in 
the laboratory [0(10%)] were also present in the field (Lamarre & Melville 
1992). 

Bubble clouds may also oscillate as a whole in what are called “collective 
oscillations.” The possibility that such oscillations could occur in bubble clouds 
entrained by breaking waves had been considered by Prosperetti (1988) and by 
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Figure 10 Moments of the void fraction field as a function of normalized time measured under 
unsteady breaking waves in the laboratory. V/ Vo: normalized total volume of air; Ab/ Vo: nor- 
malized area of the bubble cloud, where b is the breadth of the channel; 8: mean void fraction in 
percent; &/Ed: ratio of the potential energy of the bubble cloud to the total energy dissipated in 
breaking. [From Lamarre & Melville 1991. (Reprinted with permission from Nature. Copyright 
(1991) Macmillan Magazines Limited.)] 

Carey & Browning (1988) as a source of low-frequency sound ( 4 0 0  Hz) at the 
ocean surface, although the phenomenon was earlier recognized in cavitation 
studies (d'Agostino & Brennan 1983). The lowest mode of oscillation of a 
spherical bubble cloud has a frequency 

a=-(-) 1 3 y P  , 
R Pw@ 

where R is the radius of the cloud, y is the ratio of the specific heats, P is the 
equilibrium pressure inside the individual bubbles comprising the cloud, and E 
is the mean void fraction. If isothermal conditions apply, y = 1. For example, 
if Ro = 0.3 m, & = 0.1, and P = 101 Wa, then = 30 x 2n rad s-'. Hollet 
(1989) and Farmer & Vagle (1988) had shown in the field that low-frequency 
sound accompanies wave breaking. Direct evidence that collective oscillations 
may be the source of low-frequency sound in breaking waves was provided 
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in two complementary sets of laboratory measurements. Lamarre & Melville 
(1994) measured the void fraction in both two- and three-dimensional breaking 
waves. These data were then used to predict the eigenfrequencies of the collec- 
tive oscillations of the bubble clouds and compared with low-frequency sound 
measurements by Loewen & Melville (1994). For spilling breaking (with little 
air entrainment), the sound radiated below approximately 500 Hz did not vary 
with the strength of the break; however, on the transition to plunging breaking, 
the low-frequency sound was clearly a function of the strength of the break, 
and spectral peaks could be identified. Comparisons between measured and 
predicted frequencies of collective oscillations were very good. Most recently 
Oguz (1994) has proposed a model of ambient sound in the ocean based on 
individual bubble resonances at higher frequencies coupled to collective oscil- 
lations at lower frequencies. 

In recent field measurements Ding & Farmer (1994a,b) have used a small 
hydrophone array on a drifting buoy to identify, track, and quantify breaking. 
Using travel-time and correlation techniques they have been able to measure the 
location and velocity of the breaking events and relate them to the surface-wave 
properties (Figure 11). Of particular interest is the characterization of the break- 
ing in terms of the velocity of the events (cf Phillips 1985) and the support for the 
prospect of using acoustics to infer dissipation (cf Melville et al1988, Loewen & 
Melville 1991a). Taken together this may lead to indirect information about the 
wavenumber dependence of dissipation due to breaking. Felizardo & Melville 
(1995) have recently shown a good correlation between field measurements of 
ambient sound and the dissipation models of Hasselmann and Phillips. 

The success of relatively simple acoustic models for predicting parameters 
describing the sound radiated by breaking waves is reason for confidence that 
ambient sound may be a useful tool for learning more about air-sea fluxes. For 
example, it is relatively simple to demonstrate that plausible approximations 
may lead to an order of magnitude estimate of the total volume of air entrained. 
The frequency f r  of the lowest acoustic mode of a cloud of bubbles that is 
collectively oscillating is given by f r  = fr(c,, a ,  si), where c, is the low 
frequency sound speed in the mixture, a is a characteristic scale of the cloud, 
and si are dimensionless parameters describing the shape of the cloud. From 
dimensional reasoning the dimensionless frequency f r  fra/c,  is given by 

where A is a constant. Now 
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where p is the pressure, a! is the void-fraction, and the volume of air entrained 
V = a!u3, which defines a. Therefore, 

where G(a!) = [a(l - Since p and pw are effectively constant 
near the surface, if the bubble clouds are geometrically similar (cf Lamarre & 
Melville 1991), then S is a constant. If f r  is measured, then V is known to 
within the value of the function G(cr), which varies within a factor of O(1) for 
0.01 < a! 0.5, the typical range of void fractions found in the laboratory 

0.8 

'f: 0.7 
m * 
I & 0.6 

I - 
0.5 

z" 
0.4 

0.8 
E 

0.7 
w 
.3 
f 

0.6 
a 

~ 0.7 

E .P 
0.6 .. 

r w 

I I 0.5 

E 
z" 

0.4 

I- 

b 
e 

e 

2 10 20 1 5 10 
Wave Phase Speed ( ms ) Breaking Wave Period ( s ) 

5 io 20 30 5 10 20 30 
Breaking Wavelength (m) Breaking Wavelength (m) 

Figure I1 Kinematic and geometric properties of breaking waves normalized by the abscissa 
variable measured acoustically in the ocean by Ding & Farmer (1994a) using a small drifting 
hydrophone array. (Reproduced with the permission of the American Meteorological Society.) 
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for bubble clouds in collective oscillation. In other words, the measurement of 
just the frequency of the lowest mode of collective oscillation of a bubble cloud 
may lead to an order of magnitude estimate of the total volume of air entrained. 
Additional measurements of cm or a (cf Lamarre & Melville 1994) would lead 
to much more precise estimates of the total air entrained by whitecaps, which 
are important data for gas transfer studies. 

10. EPILOGUE 
The subject of this review is an area of rapid progress with implications for 
fluid mechanics, oceanography, and meteorology. 

It should be clear that just identifying breaking in a random wave field is 
a difficult problem made more difficult by the fact that there may be closely 
related wave phenomena associated with steep but unbroken waves. Important 
recent work by Longuet-Higgins (1992, 1994, 1995) on parasitic capillary 
waves and bores has drawn attention to the generation of vorticity in regions 
of large surface curvature and its transport into the interior of the fluid, leading 
to a turbulent wake. The generation of parasitic capillaries leads to enhanced 
dissipation of the longer waves on which they ride. Longuet-Higgins (1992) 
has suggested that the shed vorticity may be concentrated in a roller at the crest 
of the wave. Thus it may be difficult to distinguish between gently breaking 
waves and steep waves generating parasitic capillaries. 

The generation of vorticity in regions of large curvature of the surface is 
due to the baroclinic generation term, with the transport of vorticity away from 
the immediate neighbourhood of the surface caused by viscosity (Wu 1995). 
Irrotational flows that evolve to breaking and entrain a volume of air may also 
generate a finite circulation when the surface closes on itself and the fluid is 
no longer simply connected. This mechanism of vorticity generation has been 
discussed at various meetings and seminars over the years but as far as I am 
aware its first brief mention in print is in Thorpe (1985) and more graphically 
in Hornung et a1 (1995) in the context of the generation of vorticity across a 
hydraulic jump. No detailed quantitative study has been undertaken to explore 
the implications of this phenomenon. Once the entrained air breaks up into a 
cloud of bubbles the inhomogeneous mixture will also be subject to baroclinic 
generation of vorticity. The generation of a large coherent vortex by unsteady 
breaking is presented in the data of Rapp & Melville (1990). [See also Miller 
(1976) for corresponding images of vortices in shallow water breaking waves.] 
Recent particle imaging velocimetry (PIV) by Lin & Rockwell (1994, 1995) 
shows the velocity and vorticity field in a quasi-steady breaking wave. The 
numerous PIV studies of breaking that are presently underway should lead to 
a much better understanding of the vorticity generated by breaking waves. 
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The much greater heat capacity of water compared to air implies that even 
shallow surface layers of water that are at temperatures significantly different 
from water slightly deeper in the ocean mixed layer may be important for air- 
sea heat transfer. For example, in the “warm pool” in the western equatorial 
Pacific Ocean, in low winds surface layers a few meters deep may be as much 
as 3°K warmer than the water below, and similar but less dramatic temperature 
differences may apply in other regions. If the turbulence in the surface boundary 
layer is dominated by breaking at higher winds, then we can anticipate that in 
such conditions breaking will play a significant role in heat transfer in the upper 
ocean. (See Farmer & Gemmrich 1995.) This also has important implications 
for remote sensing of the sea-surface temperature as is made clear in Figure 5. 
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