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Surface waves play an important role in the exchange of mass,
momentum and energy between the atmosphere and the ocean.
The development of the wave field depends on wind, wave–wave
and wave–current interactions and wave dissipation owing to
breaking, which is accompanied by momentum fluxes from
waves to currents. Wave breaking supports air–sea fluxes of
heat and gas1,2, which have a profound effect on weather and
climate. But wave breaking is poorly quantified and understood.
Here we present measurements of wave breaking, using aerial
imaging and analysis, and provide a statistical description of
related sea-surface processes. We find that the distribution of the
length of breaking fronts per unit area of sea surface is pro-
portional to the cube of the wind speed and that, within the
measured range of the speed of the wave fronts, the length of
breaking fronts per unit area is an exponential function of the
speed of the front. We also find that the fraction of the ocean
surface mixed by breaking waves, which is important for air–sea

Figure 1 Whitecap imaging and image processing. a–c, Cropped images showing

approximately 160 m £ 160 m of the sea surface taken from an altitude of approximately

400 m for mean wind speeds, U 10, of 7.2, 9.8 and 13.6 m s21, respectively, off the coast

of North Carolina in the autumn of 1999. We note the increasing density of whitecaps with

wind speed and their random shapes. Individual whitecaps are defined by a brightness

threshold, which was varied to ensure that the results presented are not sensitive to the

threshold chosen. d, The fractional area of the sea surface covered by whitecaps, A w,

(‘whitecap coverage’) as the aircraft flew offshore for a distance of approximately 15 km.

We note the initial decline in A w across the surf zone and then the increase offshore.

There are large fluctuations at spatial scales of O (1–10) km that may be due to both local

wind and wave modulations. e, The result of processing a single whitecap using the PIV

technique in which the normal velocity of the boundary of the whitecap is resolved at a

scale of approximately 50 cm. The mean velocity of the whitecap was computed from the

mean of the elemental velocities, and then only the elements located at the boundary

within ^908 from the mean velocity of the whitecap, having positive outward normal

velocities directed outside the boundary, were included in the L(c ) statistics.
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Figure 2 Measurements of L(c) and its moments. a, Binned measurements of L(c ) (from

data like that in Fig. 1e, weighted by U 23
10 ) showing that to a very good approximation the

average length of breaking fronts in (c,cþ dc) per unit area of sea surface increases like

U 3
10 and decays exponentially with c as follows: L(c ) ¼ 3.3 £ 1024 e 20.64c. This PIV

method was checked against simpler measurements of the rate of increase of area of

individual whitecaps. The line integral of the outward flux vectors around the perimeter of

the whitecap is equal to the rate of increase of area of the whitecap, which can easily be

determined by other methods. it was found that if the length of the breaking front was on

average set to one-third of the perimeter, then L(c) determined by the two methods

agreed very well, especially for the smaller values of c. Linear plots of the data (insets)

show that the U 3
10 scaling is not an artefact of the log-linear plot. See also b and c. b, The

weighted (by U 23
10 ) first moment of L(c) which corresponds to the fractional area swept

out (turned over) by breakers in the speed range (c,cþ dc). This and higher moments are

computed from the raw data rather than just multiplying the data in a by c n; although the

moments based on the exponential fit to the binned values of L(c) agree very well. The

first moment approaches a maximum at smaller c, demonstrating the significance of the

slower/smaller scales in breaking/mixing the surface. c, The weighted (by U 23
10 ) fourth

moment of L(c), c 4L(c)k, which corresponds to the momentum flux from waves to

currents due to whitecaps, with the subscript ‘k’ referring to the component in the wind

direction. Now the momentum flux is a maximum in the intermediate range of breaking

speeds. Vertical bars show the range of b from laboratory data5. d, The weighted (by U 23
10 )

fifth moment of L(c), which corresponds to the energy lost from the wave field owing to

breaking: ‘wave-dissipation’. Again, the weighted curves collapse very well at the smaller

values of c, and the maximum moves to higher c for the higher moment. In c and d, we

have used the numerical value of b determined in laboratory experiments on unsteady

breaking5 (8.5 £ 1023) and the vertical error bars reflect the range of that parameter. The

linear insets in c and d show that the integrals of these moments would converge over the

range of the experiments. e, The same data as in a but now plotted as log–log, showing

that L(c) varies like c 21 and c 26 for the smallest and largest values of c, respectively.

The c 21 and c 26 behaviour are consistent with local approximations to the exponential

decay of L(c). The c 26-behaviour is consistent with a prediction of local equilibrium by

Phillips3.
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exchange, is dominated by wave breaking at low velocities and
short wavelengths.

Wave breaking is a process that is vital to many aspects of air–sea
interaction and remote sensing of the oceans. It limits the height of
surface waves, transfers momentum flux from waves to currents and
‘renews’ the surface (a significant aspect of air–sea heat-flux and
gas-flux processes). Wave breaking also generates marine aerosols—
which are important in biogeochemistry, cloud physics, atmos-
pheric radiation balances and hurricane thermodynamics—and
entrains bubbles, which modify the optical properties of the
ocean surface and thereby the interpretation of ocean colour. Our
ability to quantify these processes has been inhibited by the absence
of good quantitative measures of the distribution of breaking.

Phillips3 introduced L(c)dc, the average length of breaking crests
per unit area of ocean surface travelling at velocities in the range
(c,c þ dc), as a statistical description of breaking, its kinematics and
dynamics. The dynamical description is based in part on laboratory
measurements, and in part on physical/dimensional arguments4–8

that the energy dissipation per unit length of breaking crest is given
by:

e l ¼ brwg21c5 ð1Þ

where rw is the density of water, g gravity, c ¼ jcj, and, for unsteady
breaking, b is a number in the range O(1023–1022) that depends on
the steepness of the waves5. Radar measurements of L suggest that b
could be an order of magnitude smaller9, but the indirect nature of
the measurements may account for some of the difference. Wave
energy and momentum densities are related by M ¼ E=c, with the
momentum flux per unit length of crest given by ml ¼ brwg21c4.
Here we use an airborne video system, along with a motion package
and differential global positioning system (GPS), to obtain image
sequences of breaking waves in an Earth frame.

Measurements were made from light aircraft flights at approxi-
mately 50 m s21 airspeed and 450 m altitude off North Carolina,
USA, in 1999 during the shoaling waves experiment (SHOWEX);
extending up to 60 km offshore over water of 20–50 m depth. The
same ground tracks were flown at altitudes of 15–25 m for wind and
wave measurements.

Figure 1a–c shows examples of cropped (256 £ 256 pixels;
160 £ 160 m) images of whitecaps at approximately 0.6-m resol-
ution for the three wind speeds. The increasing fractional area of
whitecap coverage, Aw, with wind speed10,11 is apparent in Fig. 1.
The variability of Aw over scales of the order of a kilometre (Fig. 1d)
is remarkable, suggesting that the incidence of breaking may
ultimately be related to very local conditions. This variability
could come from the local wind, or modulation of the surface
wave field itself12.

Individual whitecaps were tracked and measured for 5–10 s.
During that time, their areas could be increasing, at a maximum,
or decreasing. Active breaking corresponds to expanding whitecaps.
Whitecap decay corresponds to a decrease in size as entrained
bubbles rise to the surface13,14 and burst to form aerosols. Without
detailed measurements of the evolution of the whitecap (see below),
it was impossible to associate a unique velocity of advance, c, with
each whitecap during its growth. However, by using particle imaging
velocimetry (PIV)15, we could measure the velocity of the local
boundary of the whitecap, thereby giving L(c)dc (see Methods).
Figure 1e shows the results for a single large whitecap. Thus L(c)dc is
accumulated from the individual elements of the boundary rather
than attributing single values of L i and ci, say, to each whitecap (see
Methods). Data were collected at three averaged ten-metre wind
speeds, U10 ¼ 7:2, 9.8 and 13.6 m s21, in a series of flights.

Figure 2a shows that when weighted by U23
10 (ref. 3), the

measurements of L(c) collapse approximately onto a single expo-
nential curve, LðcÞ ¼ 3:3 £ 1024 e20:64c, over the measured range of
c. The surface wave field, and hence the breaking statistics, depend
on fetch, the distance the wind has blown over the ocean surface,

and other factors, so the apparent dependence on only wind speed
here is probably due to the fetch being approximately the same for
each measured wind event at this location.

For small values of c, L(c) varies like c21 and for larger c values
like c2n, where n . 1. (In general, if LðcÞ ¼ ae2bc , where a and b are
constants, it osculates with the curve y ¼ dc2n (d ¼ constant,
n $ 1), at c ¼ n=b when d ¼ ae2nðn=bÞa.) LðcÞ / c26 provides a
good approximation for larger c values, consistent with Phillips3

equilibrium subrange (see Fig. 2b). A smaller slope at smaller c is

Figure 3 Wavenumber spectra of the surface waves and of L(c) and its moments. a, One-

dimensional wavenumber spectra of the sea surface displacement measured using laser

altimeters on the aircraft in averaged pairs of upwind and downwind flights (one-

dimensional samples of the surface) separated briefly in time. Owing to low-wavenumber

noise, the data are not considered accurate for wavenumbers below approximately

0.1 rad m21. Note that wavenumbers O(0.1) rad m21 and higher transition from a k 25/2

slope to a k 23
1 slope at all wind speeds, consistent with k 27/2 and k 24

1 omnidirectional

spectra, respectively. b, Weighted distribution of L(k) determined from the data of Fig. 2

using k=tanhðkhÞ ¼ g=c2
p ¼ ð0:8Þ

2 g=c2 to transform from c to k; h ¼ 22:5 ^ 2:5 m.

For large k the curves decay like k 21. c, The downwind component of the weighted

momentum flux from breaking waves as a function of wavenumber (compare Fig. 2c). For

high wavenumbers the decay is like k 23. d, The weighted wave dissipation due to

breaking as a function of wavenumber. For high wavenumbers the decay is like k 27/2.

letters to nature

NATURE | VOL 417 | 2 MAY 2002 | www.nature.com60 © 2002 Macmillan Magazines Ltd



qualitatively consistent with the recent equilibrium model of Hara
and Belcher16 (a refinement of Phillips’ model), but important
quantitative differences remain (see below).

Figure 2c shows the first moment of L(c) (based on the raw data),
where cL(c)dc is the fraction of the surface area swept out per unit
time by breaking waves in the speed range (c,c þ dc), and the
probability per unit time of breaking at a point on the ocean surface.
Given the exponential form for L(c), we expect a maximum in the
nth moment in the neighbourhood of c ¼ ðn=0:64Þm s21. For the
first moment this is 1.6 m s21, close to the lower limit of our
measurements.

Using b ¼ 8:5 £ 1023 (ref. 5), Fig. 2d and e shows the weighted
(by U23

10 ) fourth and fifth moments of L(c), corresponding to the
momentum flux from the waves to currents through breaking, and
the energy lost by the wave field, respectively. The cubic wind-speed
dependence collapses the data for smaller values of c, whereas some
statistical scatter due to fewer events remains at larger c. Also shown
are insets of the moments, demonstrating that even on a linear scale
the U3

10 scaling is robust, especially at the larger wind speeds. Within
the scatter at the larger values of c, the integrals of the momentum
flux and dissipation distributions converge. The maxima in these
moments, inferred from the distribution for L(c), would be at 6.4
and 8 m s21, respectively, consistent with the data.

Wave models are usually represented in the wavenumber domain,
k. This raises the issue of mapping from c to k. Because breaking is
local in space, its spectral representation in the wavenumber plane
must be broad-banded. However, measurements suggest that most
of the dissipation is around the frequency of the characteristic
breaking wave, and that c is approximately 80% of the characteristic

linear phase speed of the wave (see also ref. 9). Thus
k ¼ g=c2

p ¼ ð0:8Þ
2g=c2, where c2

p ¼ gk21 tanhðkhÞ is the phase
speed of the waves, h the water depth, and L(k) and its moments
can then be represented, as shown in Fig. 3, along with the one-
dimensional wavenumber spectra of the surface waves. Below k1 ¼
0:1 rad m21 the surface wavenumber spectra are prone to errors, but
display power-law behaviour at larger values of k 1. For
k1 ¼ ð0:1; 1Þ rad m21, the spectra are approximately proportional
to k25/2

1 , consistent with the Phillips3 prediction of a k27/2 two-
dimensional spectrum. For k1 . 1 rad m21, the k23

1 one-dimen-
sional wavenumber spectrum corresponds to a two-dimensional
k24 spectrum, and a k23 omni-directional spectrum17. The spectra
of L(k) and the fourth and fifth moments decay like k21, k23 and
k27/2, respectively, for k . 1 rad m21.

The directional properties of L(c), the momentum flux and the
energy dissipation are shown for the three different mean wind
vectors in Fig. 4. Some elements of the whitecap boundaries are
travelling slowly upwind, but when the higher moments are taken,
the momentum flux and dissipation are clearly associated with
waves breaking approximately symmetrically about the mean
downwind direction. In weaker winds the symmetry is not so
strong. The symmetry of the momentum flux distribution implies
that the net momentum flux is approximately in the wind direction.

The existence of an approximate equilibrium subrange3 in the
spectrum of the surface wave field would be of considerable import-
ance for describing the surface wave field and related air–sea fluxes.
These measurements offer some insight into this question. Our
measurements of LðcÞ / c26, and wðk1Þ / k

25=2
1 , are quantitatively

consistent with the equilibrium theory of Phillips3 for a subrange of

Figure 4 Directional distributions of L(c) and its moments. a, Distributions with respect to

the northerly and easterly components of c(c N,c E) of L(c) along with the average wind

direction (arrow). The dominant orientation is close to the wind direction. However, there is

some upwind and cross-wind breaking (this is accentuated by the logarithmic colour scale

of the amplitude). The extremes of these distributions account for the few outliers at

speeds greater than the mean wind speeds in Fig. 2a, e. b, The corresponding

momentum flux from waves to currents due to breaking for the three wind speeds. As the

wind increases the region of significant momentum flux becomes approximately

symmetrical about the downwind direction (compare Fig. 2b). c, The corresponding

distribution of the dissipation with (c N,c E).
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larger c and smaller k values, respectively. However, the c26 behaviour
is only a local approximation to the exponential distribution.

Hara and Belcher16 predict an equilibrium range bounded by two
asymptotic regimes separated by a ‘sheltering wavenumber’, k s. For
k ! ks, they support Phillips’ predictions. At larger wavenumbers,
k . ks, sheltering by the longer waves produces less growth as
momentum flux is lost to the longer waves. The significant decrease
in the dissipation that we find for smaller c and larger k are
qualitatively consistent with their model, as are the measured
one-dimensional surface wavenumber spectra (see also Banner
et al. 18); however, important differences remain since we find the
omni-directional dissipation D(k) decaying as k27/2 compared to
their prediction of k25/2. Furthermore, their predictions of k s for
our range of wind speeds are all greater than 100 rad m21, well
outside the range of our data and above their estimate of the high
wavenumber cut-off for surface waves19,20.

In estimating the dissipation from the measurements of L(c), we
have assumed that the numerical parameter, b, is effectively con-
stant; this is consistent with ref. 3, and our measurements of L(c)
over a limited range of c. However, laboratory measurements5 show
that b increases approximately linearly with wave slope, or with
breaking going from spilling to plunging. A decrease in b with
increasing k would lead to a small decrease in the dissipation.

The exponential distribution of L(c) is consistent with the fact
that L must remain bounded for small c, because there cannot be an
infinite length of orthogonally finite structures in a finite area.
Hence, cLðcÞ! 0 as c ! 0, and there must be a maximum in cL(c)
for small c; although the data do not clearly represent it. The
e-folding scale, found here to be constant, is expected to be a
function of the fetch. With the shift in the peak of the wave spectrum
to lower frequencies (higher c) as the fetch increases, we expect L(c),
and hence the e-folding scale, to increase; that is, there will be more
breaking at larger c.

These measurements are limited to whitecaps with significant air
entrainment. Breaking gravity-capillary waves near the minimum
phase speed (23 cm s21), which are not measured by these tech-
niques, may display different behaviour. Thermal imagery, rather
than visible imagery, is likely to be important for resolving the
statistics of microscale (gravity-capillary) breaking2.

This work has demonstrated that breaking, a process vital to
many aspects of air–sea interaction, can be measured by remote
techniques, and that L(c) and its moments, which are directly
relevant for ocean-surface processes, can be simply characterized.
We find that the momentum flux to currents, and wave dissipation,
are proportional to U 10

3 and dominated by intermediate scale waves.
The fraction of the ocean surface mixed (‘renewed’) by breaking
waves per unit time cL(c), an important component of air–sea heat
and gas flux models, is proportional to U10

3 and is dominated by the
slower (shorter) breaking waves. Marine spray/aerosol generation is
poorly understood with model predictions varying by orders of
magnitude21. However, the direct generation of spray by breaking
fronts is simply proportional to L(c), albeit with additional depen-
dences on c and the Weber number. Finally, recent research
demonstrates that the optical properties of ocean surface waters
are influenced by bubbles entrained by breaking waves22, so that
accurate optical remote sensing of ocean productivity (such as with
chlorophyll a) must account for the statistics of breaking as
described here. A

Methods
The video camera (Pulnix TM-9700, 484 £ 768 pixels), attached to a six-degrees-of-
freedom motion package (Watson BA-604), was suspended in a pod beneath the Long EZ
aircraft. Images were acquired and stored at 5 Hz. The data/image acquisition computer
and GPS receiver and antenna were housed under the aircraft’s canopy. A base station
provided differential-GPS location of the aircraft at 10 Hz. The aircraft’s nominal altitude
for image-acquisition flights was 450 m, giving pixel sizes of approximately 50 cm.

On the basis of the brightness distribution of each image, a threshold was chosen to
distinguish breaking waves and their boundaries from the background. A range of

thresholds was tested to ensure insensitivity of the results to the specific choice. Only
actively breaking (expanding) whitecaps were considered. Square sub-images (5–41 pixels
on a side) were used for particle imaging velocimetry (PIV) analysis15 of the velocity of the
whitecap boundary. With a 5 £ 5 window the velocity of the boundary was calculated over
a 2.5-m segment, approximately every 0.5 m along the boundary: a running average. PIV
processing resolves the peak in the correlation to within half a pixel, or 0.3 m normal to the
boundary.

In interpreting the whitecap motion, we need to avoid two effects: Doppler shifting
(advection); and straining, due to longer waves and swell. In the laboratory6,7, the
upstream boundary of the whitecap remains effectively stationary in the absence of the
orbital motion of the following waves, while the breaking front moves forward at
approximately 80% of the phase speed. In the ocean the advection of the whitecap by
longer waves cannot be neglected and so we choose to remove this effect by defining the
speed of advance of the whitecap relative to the upstream, or rearward, edge of the
whitecap. To avoid these effects we process the data in the following way: (1) a mean
velocity is calculated for each whitecap from all the velocities of the boundary elements; (2)
the rear of the whitecap is defined as the points on the contour located within an angle of
^608 from the centroid of the whitecap in the direction opposite to that of the mean
whitecap velocity; (3) the mean velocity of the rear of the whitecap is subtracted from all
velocity vectors in the whitecap profile; (4) the components of velocity normal to the
whitecap boundary are calculated; (5) the front of the whitecap is defined as the points on
the contour located within an angle of^908 from the centroid in the direction of the mean
velocity of the whitecap; (6) the statistical analysis includes only elements of the contour
belonging to the front of the whitecap; and (7) all elements of the processing were tested
for sensitivity to specific choices of thresholds.

To summarize, LðcÞdc ¼ ð1=AsÞSjc’i j[½c;cþdc�Lidc, where L i are lengths of the whitecap
boundary elements which lie within ^908 of the whitecap mean velocity relative to the
centroid (calculated for each whitecap), and c’i is the outward velocity component
normal to L i. The summation is performed for all whitecap data within the imaged
(swept) area A s.

The significance of the straining of the whitecap by the orbital motion of the longer
waves can be estimated by accounting for the relative motion between the forward and
rearward faces of the whitecap. If the speed of advance of the whitecap scales with the phase
speed of the breaking wave, cb, and if the length of the whitecap is at most the wavelength
of the breaking wave, the relative error in c is O(a1k 1)cb/c1, where a1k1 is the slope of the
longer wave and c 1 its phase speed. If both a1k1 and cb/c1 are much less than unity, the
error will be very small. As cb/c1 tends to unity, the ‘long’ wave becomes the breaking wave
and the laboratory data6 show that the issue of straining becomes moot.

One-dimensional wavenumber spectra of surface waves were measured using surface
displacement measurements by three Riegl laser altimeters (corrected by a GPS-based
aircraft motion/attitude system) during the upwind and downwind low altitude flight legs
along the same track as the image data were acquired. In computing the wave spectra the
following assumptions have been made: (1) the wind waves are predominantly
propagating in the direction of the wind; (2) the statistical properties of the surface are
stationary; and (3) the flight track was almost straight with transverse aircraft speeds small
compared to the along-track component.

We can show that, using the speed over the ground to transform the time series of sea
surface elevation to spatial series and averaging, the (perceived) upwind and downwind
wavenumber spectra lead to errors in the wavenumber of O(cUa/V

2
a), where c is the phase

speed of the waves, Ua the wind speed at the aircraft elevation, and Va the aircraft speed.
For these experiments this error is in the range of 0.3–6%.

Using the aircraft position/speed data, the surface elevation data were interpolated to a
regular sampling interval in space. Spectra were calculated within a running 1,024-point
window (,20 s, ,1 km), and averaged over the track length of ,20 km.

All data presented here were collected during weather events with winds directed nearly
parallel to the shoreline (within 5–108). The wind–wave fetch was in the range 100–
150 km. The data included in the analysis were taken no closer than 30 km to shore.

Phillips3 predicted that LðcÞ / u3
* c26, where u * is the friction velocity in the air. Here

we scale L with U 3
10, since over the range of conditions of these experiments we expect the

drag coefficient Cd ; ðu* =U10Þ
2 to be constant to within a factor of O(1).

If the waves are sufficiently long and steep, dissipation in the bottom boundary layer
may need to be considered in interpreting data at large values of c. Estimates of bottom
friction are site-specific and based on semi-empirical unsteady boundary-layer theory.
Using recognized methods23,24 and a range of bottom velocities, we find that the
characteristic time for wave decay due to bottom friction in 20–25 m depth is typically
O(104) seconds, compared to O(103) seconds, owing to breaking. Thus the contribution of
bottom dissipation to the energy budget is small compared to dissipation due to breaking.
Furthermore, measurements of L(c) in 40–50 m depth were almost indistinguishable from
those in 20–25 m.
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According to small subunit ribosomal RNA (ss rRNA) sequence
comparisons all known Archaea belong to the phyla Crenarch-
aeota, Euryarchaeota, and—indicated only by environmental
DNA sequences—to the ‘Korarchaeota’1,2. Here we report the
cultivation of a new nanosized hyperthermophilic archaeon from

a submarine hot vent. This archaeon cannot be attached to one of
these groups and therefore must represent an unknown phylum
which we name ‘Nanoarchaeota’ and species, which we name
‘Nanoarchaeum equitans’. Cells of ‘N. equitans’ are spherical, and
only about 400 nm in diameter. They grow attached to the surface
of a specific archaeal host, a new member of the genus Igni-
coccus 3. The distribution of the ‘Nanoarchaeota’ is so far
unknown. Owing to their unusual ss rRNA sequence, members

Figure 1 Electron microscopy and fluorescence light microscopy of the ‘Nanoarchaeum

equitans’–Ignicoccus sp. coculture. a, Freeze-etched cell of Ignicoccus and four attached

cells of ‘Nanoarchaeum’, showing their crystalline S-layer with sixfold symmetry.

b, Ultrathin section of two cells of ‘Nanoarchaeum’ attached to the outer membrane of

Ignicoccus. c, Cell of Ignicoccus, with several cells of ‘Nanoarchaeum’ attached on the left

side; platinum-shadowed. d, Confocal laser scanning micrograph after hybridization with

the CY3-labelled probe 515mcR (‘Nanoarchaeum’) and rhodamine-green-labelled probe

CREN499R (Ignicoccus). a–d, Scale bar, 1.0 mm.† Present address: AstraZeneca GmbH, Tinsdaler Weg 183, D-22876 Wedel, Germany.
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